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ABSTRACT 

The medical field is seeing the profound effects of machine learning (ML) applications. Machine learning (ML) 

is an area of artificial intelligence that aims to streamline medical procedures for the benefit of patients. Countries 

that are facing healthcare system overloads due to a shortage of trained medical professionals may find some 

solace in artificial intelligence. Using healthcare data, we may achieve several aims, such as finding the perfect 

trial sample, gathering more data points, assessing ongoing data from trial participants, and removing data-based 

errors. Machine learning techniques can aid in the early detection of epidemic or pandemic warning indicators. 

The algorithm uses satellite data, news and social media feeds, and video sources to predict when the sickness 

will spread too far. The healthcare business stands to gain a great deal from the implementation of ML. By 

eliminating mundane administrative duties like data entry and search, medical professionals will have more time 

to focus on providing direct care to patients. This article delves into ML and its importance in healthcare, before 

moving on to talk about related aspects and the right ML pillars for healthcare infrastructure. Lastly, it 

highlighted the major uses of ML in healthcare and went over them. The healthcare organization stands to gain a 

great deal from implementing this technology into its operations. The application of ML-based technologies has 

several benefits in the healthcare industry, including the provision of personalized treatment plans, the 

enhancement of hospital and healthcare system efficiency, and the reduction of healthcare costs. Both hospitals 

and doctors will soon feel the effects of ML. Medical diagnosis, individualized treatment plans, and clinical 

decision support systems will all rely on it to their fullest extent. 
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_____________________________________________________________________________________________ 
 

INTRODUCTION 

The term "Machine Learning (ML)" describes a set of statistical methods that enable computers to acquire new 

knowledge automatically, rather than relying on pre-programmed instructions. Algorithm modifications are the 

most common way that algorithms learn. Machine learning systems can recognize faces just by perusing a library of 

photos of various individuals. The field of machine learning is primarily divided into two branches: supervised and 

unsupervised learning. Among the many global industries that might benefit from this technology, healthcare is 

among the most significant [1]. The average lifetime has increased dramatically due to technological developments 

in the last century. Although much progress has been made in healthcare technology since then, emerging 

technologies such as Artificial Intelligence (AI) and ML provide a new beginning.  

Naturally, with computing, even the smallest and most insignificant aspects of any task can be optimized to an 

almost flawless degree. There is a lot of room for future deployment of ML in healthcare, even though it is currently 

there [2]. Innovative medical technology has always had the full backing of the healthcare business. Similar to how 

AI and ML have revolutionized e-commerce and business, they have also discovered several uses in healthcare. The 

potential applications of this technology are practically endless. The healthcare industry is undergoing a remarkable 

transformation because to ML and its innovative applications. Electronic medical record (EMR) systems and other 

government-mandated procedures have prompted healthcare organizations to use Big Data tools for next-gen data 

analytics. In the future, ML technologies will provide even more benefits to this technique. These are useful for 

public healthcare systems, primary and secondary care, and automation in general since they improve AI decision-
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making. The fact that this might improve the lives of billions of people all over the world makes it a potentially 

game-changing impact of ML techniques [3].  

Many different applications of ML technology exist for the purpose of enhancing clinical trial research. Medical 

experts could save time and money by using advanced predictive analytics to assess a wider range of data when 

screening individuals for clinical trials. By reducing the possibility of data errors through the use of EHRs and 

assisting in the determination of optimal sample sizes for greater efficacy, among other ML uses, clinical trial 

efficiency can be further improved. One of the biggest problems in healthcare today is the lack of trained 

radiologists, and this method addresses that issue head-on. Machine learning (ML) in healthcare can improve the 

quality of tailored treatment by combining personal health information with prediction data [4]. Machine learning 

has several applications in academia and clinical trials. Researchers can use ML-based predictive research to find 

latent volunteers in clinical trials with a supply of data points like social media, previous doctor visits, etc. It also 

ensures data is accessible in real-time and keeps track of trial associations, both of which aid in determining the 

appropriate sample size and making efficient use of electrical energy, both of which contribute to reducing data-

based errors [5]. There is an abundance of medical imaging data stored digitally these days, and several algorithms 

can be used to find patterns and anomalies in this data.  

Similar to how a trained radiologist can examine imaging data, ML algorithms can identify abnormalities such as 

lesions, tumors, aberrant skin patches, and brain hemorrhage. Consequently, radiologists can anticipate a dramatic 

increase in the use of these platforms [6]. It appears that ML will also have a substantial impact on the research 

sector. Extensive and costly clinical trials might take years to finish. Applying ML-based predictive analytics to a 

variety of data sets, including social media, prior doctor visits, and others, allows researchers to narrow down their 

pool of potential participants in clinical trials. One more way to use ML here is to keep an eye on trial subjects as 

they go. In addition to helping researchers find the best sample size to test, these technologies can also help them 

use electronic records to avoid database mistakes [7]. The major objective of this article is to go over the enormous 

possibilities of ML in medical treatment.  

Challenges of Machine Learning in Healthcare 

Relinquishment and integration of machine learning into healthcare systems is contingent upon resolving a number 

of issues. 

Data Quality and Availability  

In order to train effectively, machine learning models handle large, diverse, high-quality datasets. However, there is 

a lack of standardization, healthcare data is often incoherent among systems, and certain data may be incomplete or 

missing. A major obstacle is that it assures data sequestration and security while yet making it accessible for 

examination. 

Interpretability and Explainability of Models  

People frequently call machine learning models "black boxes" because they can't see the logic behind their 

judgments. The ability to understand and convey information accurately is crucial for gaining the respect and 

approval of healthcare providers.  

Critically important is the development of methods that provide light on the elements that go into making a model's 

predictions or decisions.  

Regulatory and Ethical Considerations  

There are stringent rules governing the healthcare industry, much as HIPAA in the US. Adherence to these rules is 

necessary for the enforcement of ML in healthcare, as they guarantee the privacy and consent of patients. 

Additionally, we need to resolve the ethical concerns of algorithmic bias, algorithmic fairness, and the unintentional 

use of patient data. Due to differences in data formats, the necessity for IT infrastructure, and issues with 

interoperability, it may be challenging to integrate with preexisting systems such as clinical information systems or 

electronic health records (EHR). Easy integration is crucial for the effective use and deployment of machine 

learning in healthcare.  

Trust and Human Factors 

Machine learning can only be effective if patients and doctors are on the same page. Establishing accountability, 

openness, and communication about the limits and capabilities of machine learning algorithms is crucial. Providing 

healthcare workers with training and round-the-clock technical support is crucial to the effective implementation of 

ML technologies in hospitals.  

The Benefits of Machine Learning for Healthcare Providers and Patient Data? 

Improving patient data, medical research, diagnosis, and treatment; lowering costs; increasing efficiency in patient 

safety; and so on are just a few of the many possible applications of machine learning technology in healthcare. In 

the healthcare industry, machine learning applications can bring numerous benefits to healthcare practitioners, 

including the following:  

Improving diagnosis 

Improved diagnostic tools for analyzing medical images can be created by medical experts with the help of machine 

learning in healthcare. In medical imaging (e.g., X-rays or MRI images), a machine learning algorithm can search 
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for patterns that suggest a certain condition using pattern recognition. Better patient outcomes may result from the 

use of this machine learning algorithm if it helps clinicians make faster and more accurate diagnoses. 

Developing new treatments / drug discovery / clinical trials 

Utilizing deep learning models, healthcare organizations and pharmaceutical enterprises can sift through data in 

search of insights that could pave the way for new medication development, disease therapies, and even drug 

discovery. Discovering new medication side effects through data analysis and medical research from clinical trials 

is one possible application of machine learning in healthcare. A better understanding of how to use healthcare 

machine learning in clinical trials could lead to better medications, better patient care, and safer, more effective 

medical treatments. 

Reducing costs  

By enhancing healthcare efficiency with machine learning technologies, healthcare organizations have the potential 

to save costs. One potential use of machine learning in healthcare is the creation of more efficient algorithms for 

handling patient information and appointment scheduling. Potentially, this machine learning approach could aid the 

healthcare system in reducing the amount of time and resources lost due to repetitive tasks. 

Data Security and Privacy 

Securing patient data is of utmost importance due to the growing digitization of health information. Through the 

real-time detection and response to cybersecurity threats, machine learning can improve data security. To make sure 

that patient data is safe, ML algorithms can spot suspicious patterns that could mean a data breach has occurred. 

Improving care 

Medical practitioners can also enhance patient care by utilizing machine learning in healthcare. For example, 

healthcare providers may use deep learning algorithms for medical purposes to develop patient monitoring systems 

that alert linked devices or electronic health records (EHRs) to any changes in a patient's condition. Machine 

learning based on this type of data collecting could make it easier to ensure patients receive timely and appropriate 

care. Machine learning's early applications in healthcare have been encouraging, but the field is just now starting to 

see the fruits of its labor in terms of better patient outcomes. Machine learning is going to be more important in 

healthcare in the future as we attempt to understand more and larger clinical data sets.  

 

LITERATURE REVIEW 

As seen in Figure 1, the ML culture offers a wide range of smart and caring traits that are relevant to healthcare. It 

incorporates the use of numerous AI and cloud data performance technologies that are part of healthcare services, as 

well as other intelligent and digital tools. Creating EMRs is a tremendous boon to the healthcare industry, and it 

doesn't break the bank. Other significant areas where ML principles demonstrate their value in healthcare include 

smartly created reports, digital notes, record keeping, etc. [8]. 

 

 
Figure 1: Machine learning's clever characteristics for the healthcare sector. 
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In order to keep an eye out for possible epidemics, healthcare facilities around the world are utilizing ML systems. 

By compiling information from the web, satellite data, and social media updates in real-time, this computerized 

system can predict when diseases will spread. For developing nations without proper medical infrastructure, it 

might be a lifesaver. Long wait times, anxiety over astronomical costs, an overly complicated appointment 

procedure, and difficulty finding the right doctor are among problems that ML and related data-driven approaches 

aim to solve. For decades, conventional organisations have struggled with similar issues, and ML techniques are 

already contributing to their resolution. Reason being, ML systems' strong suits—their extensive databases and 

powerful search algorithms—shine brightest when faced with problems involving pattern matching or optimization 

[9].  

Merging empathy with a profit-generating aim is essential for powerful ML technologies to distinguish themselves 

from traditional systems in hospital operations management. This goal is extraordinarily hard and demanding: to 

accurately identify treatment options for a person based on their unique medical background, lifestyle decisions, 

genetic information, and dynamic pathological testing. To meet this problem, strong AI technologies like 

probabilistic graphical models, semi-supervised learning, AI-driven search algorithms and enhanced reinforcement 

learning, and deep neural networks will be required.  

The use of ML in healthcare allows for the rapid extraction of insights from historical data, including but not 

limited to medical records, family histories, and genetic illnesses, allowing for more informed and timely decisions 

[10]. With the proliferation of both hardware and cloud computing, ML has found increasing usage in many areas 

of human life, from social media recommendation systems to industrial process automation. Another sector that 

adapts to new circumstances is healthcare. The sheer amount of data collected from each patient presents ML 

algorithms with a wealth of opportunities in the healthcare industry [11]. On the other hand, if they plan ahead and 

recommend a thorough course of therapy to the patient, they can save costs and deliver better care.  

When it comes to healthcare, ML is a godsend. Patient records, prior treatments, and family medical history all 

contain large amounts of unstructured data. By analyzing patients' medical records, ML helps doctors foresee 

potential problems. The shift to healthcare management and delivery based on information has been expedited by 

the growth of this technology. Modern healthcare relies on ML-powered information systems, which enable 

interdisciplinary approaches to better imaging and personalized treatment models based on genetics. In addition, 

given the same dataset, a human doctor and an ML algorithm will likely arrive at the same diagnosis, but the latter 

will produce results far more quickly, enabling treatment to start sooner. Using ML approaches in healthcare also 

has the added benefit of reducing the possibility of human mistake by eliminating some human intervention. This is 

particularly the case when it comes to process automation tasks, since human error is most prevalent in mundane, 

repeated tasks [12]. Efficient patient care is possible with the help of clinical decision support systems, which 

analyze massive volumes of data to diagnose a condition, determine the next step in therapy, spot any problems, 

and more. In recent years, ML has gained appeal as a powerful technology that helps doctors accomplish their jobs 

faster and more accurately, which in turn minimizes the risk of inaccurate diagnoses and treatment 

recommendations. This is because electronic health records (EHRs) are being used widely and a lot of data, 

including medical photographs, have been digitized [13].  

For the longest period of time, medical imaging like X-rays were analog. As a result, tools for studying diseases, 

identifying anomalies, and classifying cases have been hindered. Thankfully, ML and other types of data analysis 

have found increasingly substantial potential as a consequence of the industry's digitization [14]. In order for ML to 

find patterns and draw conclusions faster, healthcare data must be prepared. Annotation over the input is the human-

run process that identifies and labels dataset components. Clinical experts also do data analysis, rule writing, and 

machine performance optimization. For machine learning (ML) systems in the healthcare industry to learn rapidly 

and effectively, the data annotation must be precise and pertinent to extracting essential ideas with the right context.  

Performing surgical procedures successfully calls on pinpoint accuracy, the ability to quickly adjust to new 

circumstances, and unwavering consistency over a long period of time [15]. While all of these qualities are present 

in highly educated surgeons, one potential use of ML in healthcare is the ability to program robots to carry out these 

tasks. Using historical data on active pharmaceutical ingredients and their effects on the body, ML systems may 

model how an active ingredient would work in a different, comparable setting [16]. 

 

PILLARS OF MACHINE LEARNING FOR HEALTHCARE 

There have been multiple reports of ML's usefulness in the healthcare arena, thanks to its adaptable characteristics. 

The various quality pillars and enablers that aid and care for healthcare units are examined in Fig. 2. The well-

known ML idea expands its services for the benefit of society through healthcare, with features such as the ability to 

detect outbreaks, diagnose medical imaging, modify behavior, record patient data, etc. While these services are 

necessary in healthcare procedures, the efficacy and performance of these ML features unquestionably offer all the 

necessary foundations. 
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Figure 2: Machine learning's basis for healthcare services. 

 

Machine learning entails feeding computers data and an algorithm in order to train them to identify patterns. 

Disease detection is a challenging manual process; ML is crucial in identifying the patient's illness, tracking his 

vitals, and suggesting preventative measures. There is a wide spectrum of symptoms, from those of relatively mild 

ailments to those of deadly, sometimes undetectable diseases like cancer. In healthcare, ML has several potential 

applications, one of which is learning and predicting mental health risks on a worldwide or sector-specific scale. 

Clinicians in the field of mental health might use this information to better target their efforts during times of crisis, 

such as pandemics or natural disasters. It can evaluate physicochemical properties and biological activity as well as 

absorption, distribution, metabolism, and excretion characteristics to select compounds with desirable properties.  

The medical field is one of the most recent to adopt crowdsourcing, and researchers and practitioners alike are now 

tapping into the massive amounts of data that individuals have voluntarily contributed. The use of such real-time 

health data will significantly impact the future of medicine. With this gear, we can sift through mountains of data 

collected from sources like social media, satellites, websites, and government databases in real time. With the help 

of networks, we can make sense of this data and predict the spread of dangerous infectious diseases like malaria. 

Maintaining and updating health records is an expensive and labor-intensive process. This technology has been 

essential in making data entry easier. Still, due to the need for human intervention, the majority of procedures still 

take an excessive amount of time to finish. At this point, ML becomes relevant. They say it will save you time, 

money, and work. 

A more proactive rather than a reactive approach to healthcare can be fostered with the help of ML's personalised 

treatment recommendations. In healthcare settings, it can help doctors personalize treatment plans for each patient 

by taking their specific symptoms and medical history into account. Consequently, fewer people may likely 

experience adverse effects from their prescribed drug. One area where ML algorithms have the potential to improve 

healthcare is in the area of disease outbreak prediction and tracking. Algorithms can also lessen the severity of 

epidemics. The process of finding new drugs could be improved and clinical trials could be streamlined using 

machine learning.  

In this industry, pharmaceutical companies face a multitude of challenges. Considering all of the variables involved 

in planning a clinical study has always been a laborious and time-consuming process. This means that there are a 

number of criteria that prospective clinical trial participants must pass through in order for the results to be reliable. 

To ensure the treatments are safe and effective, this technology constantly analyzes and examines huge amounts of 

data. Machine learning (ML) empowers computers to autonomously acquire knowledge, understand data, and 

produce desired results. By utilizing a variety of learning techniques, including supervised and unsupervised 

learning, ML models are able to understand and interpret data through clauses and conditions. Consequently, they 

work well for making predictions and recommendations. Also, by notifying patients about their appointments, 

report collecting, and other activities in a timely manner, ML helps optimize patient engagement and recovery. 

When it comes to medical applications of ML, disease detection and diagnosis are among the most important. 
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Issues like cancer and inherited disorders are notoriously hard to spot in their early stages, but with the right 

training, ML solutions can identify them with pinpoint accuracy.  

ML is finding several uses in healthcare, including problem solving. The health care system can ensure effective use 

of resources and improve patients' quality of life at the same time by giving patients the right medications. A value-

based approach to cancer therapy, which emphasizes the need of collaboration between various public and 

commercial stakeholders and access to linked health data, may be aided by machine learning.  

The administrative and organizational parts of healthcare delivery, including managing patients and beds, 

conducting remote monitoring, scheduling appointments, and compiling duty rosters, are greatly improved by this 

technology. Instead of giving patients with the care they need, healthcare personnel waste time every day on 

administrative tasks like record maintenance and claims processing. There is a possibility that ML models will lead 

to automation and the removal of human involvement in certain settings.  

A common feature of chronic diseases like diabetes is the absence of symptoms in the vast majority of patients. 

Consequently, it is sometimes too late by the time individuals become aware of the first signs of diabetes. But using 

ML models, we might prevent these kinds of situations from happening. We may now use ML-based models to help 

us recognize these unconscious habits and make necessary changes to our way of life. One example is something as 

basic as an app or bracelet that reminds us to get up and move about after spending too much time seated. The only 

way to rapidly generate COVID-19 vaccines is by applying data-driven development methodologies. The use of 

image recognition algorithms for the identification of minute anomalies, including cancer metastasis, improved the 

precision of radiology diagnosis. A range of data is utilized to forecast illnesses and health issues, from social media 

posts to information from wearable medical equipment. Decreases in false positives are necessary for many 

applications, such as sensor alarms. When a test falsely reports the presence of a condition, such as a disease, when 

none is actually present, this is known as a false positive.  

Diagnostic data is enhanced by applying technologies to reduce false positives and false negatives. 

 

METHODS 

In this study, the Breast Cancer Wisconsin Diagnostic Data Set was utilized as the dataset. The UCI Machine 

Learning Repository makes this dataset available to the public. It is composed of traits or properties of cell nuclei 

obtained from breast masses by the standard oncology diagnostic technique of fine-needle aspiration (FNA). This 

dataset is based on clinical samples obtained between 1989 and 1991. By following the procedures outlined, 

relevant characteristics were retrieved from digital photographs of the FNA samples. Figure 3 shows an example of 

a digital image extracted from a FNA sample. 

 

 
Figure 3: An illustration of a breast mass image from which features were extracted. 

 

This dataset was constructed using 699 samples in total. The number of instances is the name we'll give to this 

figure. Every instance is assigned a unique identifier, a diagnosis, and a set of characteristics. Although each 

instance has its own unique Sample I.D., the dataset lists a diagnosis that can be either benign or malignant, 

depending on whether the FNA was confirmed to be cancerous or not. There were 241 cases determined to be 

malignant and 458 cases determined to be benign in this sample. There is a class of four for malignant instances and 

a class of two for benign ones. The instance's result is this class, sometimes called a diagnosis. Each FNA image has 

its own set of features that have been either manually extracted or computationally generated. This dataset contains 
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nine attributes, each of which is assigned a value between 1 and 10 for a specific instance, with 1 being the most 

benign and 10 the most malignant. Characteristics can be simple descriptions of cells like Uniformity of Cell Size 

and Uniformity of Cell Shape, or they can be more complicated descriptions of cytology like Clump Thickness and 

Marginal Adhesion.  

Using R 

R stands for R-Statistical Programming Language, an open-source statistical programming language developed as 

an expansion of the S language. R boasts a large and vibrant user base as well as a number of excellent machine 

learning tools. Even people without a background in computer science can learn to program effectively with R. R 

bears many similarities to statistical programming languages such as MATLAB, SAS, and STATA. Numerous task 

views for R packages are available via the Comprehensive R Archive Network. The Machine Learning and 

Statistical Learning job view currently lists approximately one hundred ML-specific packages. Many R users utilize 

RStudio, an open-source integrated development environment (IDE), to access the R environment. Its goal is to 

make working with R simpler. Readers of this work are strongly encouraged to get the latest versions of R and 

RStudio and use the environment by using the RStudio application. You can use R and RStudio for free under an 

open-source license. 

 

RESULTS AND STUDY 

Training the ML algorithms 

Now that our dataset has been appropriately arranged, we can begin training our algorithms.  

Here is a list of the ML algorithms that will be used, and we'll go into detail about them later on. 

• GLM regularization with L1 Least Absolute Selection and Shrinkage Operator (LASSO) for logistic recovery.  

• The use of radial basis function (RBF) kernels in support vector machines (SVMs).  

• One-hidden-layer Artificial Neural Networks (ANNs).  

Regularised regression using Generalised Linear Models (GLMs) 

Prostate cancer detection using desorption electro-spray ionization mass spectrometric imaging of small lipids and 

metabolites, online digital footprint trait prediction, and open-text doctor performance report classification are just a 

few of the complicated learning problems that Regularized General Linear Models (GLMs) have shown to be very 

effective at solving. Improving model performance when fitting GLMs to sparse datasets with many features is 

possible through regularization, which also decreases the likelihood of over-fitting by reducing the contribution of 

each feature to the model. For large datasets with more features than instances, regularization is a good fit since it 

decreases the number of model coefficients and the magnitudes of those coefficients. Use of the Least Absolute 

Shrinkage and Selection Operator (LASSO) to direct feature selection is illustrated here. Elastic Net, a linear 

combination of Ridge and LASSO regularization, and Ridge Regression are two further regularization methods that 

are accessible. A concise, current, and easily understandable overview of LASSO and similar regularization 

methods is provided. The glmnet package in R is used to operationalize regularized GLMs. You can see the GLM 

method being fitted to the training dataset in the code below. The regularization parameter in the glmnet package is 

selected with a numerical value called alpha. In this package, the regularization methods are LASSO and Ridge, 

respectively, with an alpha value of 1 selecting the former and a value between 0 and 1 selecting the Elastic Net, a 

linear combination of the two. 

 

 
Figure 4: Regression coefficients for the GLM model. 
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Figure 4 shows the effect of different log(λ) values. The optimum value of log(λ) is shown by the vertical broken 

line, which is shown here for x = -5.75. 

 

 
Figure 5: GLM model cross-validation curves. 

 

Figure 5 shows the cross-validation curves for different values of log(λ). 

 

 
Figure 6: An SVM Hyperplane The decision boundary's breadth between the two classes is maximized by the 

hyperplane. 

 

In Figure 6, we can see a linear hyperplane that precisely divides two categories. A linear hyperplane might not be 

able to appropriately divide the two groups in practical situations. 

 

CONCLUSION 

Machine learning has the potential to improve healthcare services in many ways, including the prediction of 

opinions, the provision of individualized therapies, the improvement of patient monitoring, the acceleration of drug 

discovery, and the simplification of administrative tasks.  

Addressing concerns with data sharing, interpretability, regulatory compliance, integration, and human elements is 

still important to reap the advantages of machine learning in healthcare.  
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To address these concerns and conquer the obstacles of ML in healthcare, it is crucial for experts in both healthcare 

and technology to work together. This paper's methodology has both areas of strength and room for development. 

Despite the limited number of cases and inputs in our public dataset, we have chosen to use it. The structured 

display of the data makes it easy for medical professionals to draw links between traditional statistical methods and 

state-of-the-art machine learning techniques. Additionally, the computations can be completed fast on almost all 

modern machines thanks to the short dataset. The fact that the data does not accurately capture the nuances and high 

dimensionality of machine learning (ML) analysis is one of the method's limitations. Even though we have left out 

some typical ML dataset aspects, we think that users who have worked through the examples given here with the 

code in the appendix will be able to use the scalable code framework we provide to work on more complex datasets. 

More complex algorithms do not always yield more useful predictions; this data contributes to the illustration of a 

fundamental machine learning principle.  
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