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#### Abstract

Cubic spline function is a useful technique to interpolate between known data points owing to its stable characteristics. In this study, cubic spline functions, used to investigate the relationships between dependent and independent variables, and its use in trigonometry fields were investigated. For this purpose, by giving various values for $\sin (\mathrm{x})$ and $\cos (\mathrm{x})$ functions in the range of $[0,2 \pi]$, the function values obtained as cubic spline functions were calculated. It was observed that the calculated values reached almost the same values with the observed values of the $\sin (x)$ and $\cos (x)$ functions. This result indicates that cubic spline functions are a very convenient method for calculating $\sin (\mathrm{x})$ and $\cos (\mathrm{x})$.
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## 1. INTRODUCTION

Cubic spline functions allows investigation of the shape of the time dependence without requiring that the exact functional form first be specified. Cubic splines provide great flexibility in fitting data with relatively few parameters [1, 2].
The common method for data interpolation is a cubic spline function. There exist many types of spline basis function with respective degrees and its respective knots. But from literature, the most suitable spline for many applications is cubic splines interpolation. One of the principal reasons why cubic spline is the most utilizing basis function for data interpolation is that it is the lower degree splines that can obtain the $\mathrm{C}^{2}$ continuity [3-5].
According to the literature review, studies with cubic spline functions were found. [6] developed a new spline method for solving two-point second order boundary value problems. [7], presented a numerical scheme for solving a finite difference approximation for discretizing spatial derivatives, and used the cubic spline collocation technique for the time integration of the resulting nonlinear system of ordinary differential equations. Analytical shaping method for low-thrust rendezvous trajectory using cubic spline functions was carried out by [8]. In other study, a modified cubic spline interpolation method was developed for chemical engineering application [9]. In other study, cubic spline function was used as an interpolation function for the simulation of groundwater flow [10].
In this study, it is aimed to write the functions $\sin (x)$ and $\cos (x)$, which are among the trigonometric functions, as cubic spline functions.

## 2. MATERIAL AND METHOD

If we draw a unit circle with the same center $C$, the are $A^{\prime} B^{\prime}$ cut by the angle will have length $\theta$, by the definition of radian measure [11]. Trigonometric ratios of an acute angle are presented in Figure 1 [12].
$\sin \theta=\frac{\text { opposite }}{\text { hypotenuse }} \quad \cos \theta=\frac{\text { adjacent }}{\text { hypotenuse }}$
Sine: $\sin \theta=y / r$ (a ratio of an opposite length to a hypotenuse).
Cosine: $\cos \theta=\mathrm{x} / \mathrm{r}$ (a ratio of an adjacent length to a hypotenuse).


Fig. 1 Trigonometric ratios of an acute angle
$-1 \leq \sin x<1$ and $-1 \leq \cos x<1$.
$0 \leq x<2 \pi$ and $k \in Z$,
$\sin x=\sin (x+k .2 \pi)$ and $\cos x=\cos (x+k .2 \pi)$ [13].
The spline function is to replace a single function, f , defined over the entire range of t with several low-order polynomials (splines) defined over subintervals of the range of $t$ [1]. The points that divide the subintervals are called knots. These splines are continuous piecewise polynomials of degree m with continuous derivatives through order $\mathrm{m}-1$. The values and first $\mathrm{m}-1$ derivatives of the splines agree at either side of each knot, apart from the end knots. Thus, spline functions are smoothly joined piecewise polynomials. In general, if there are $k$ knots at times $t_{i}(i=1, \ldots, k)$ it can be wrote a spline function of time as follow [14].

$$
S(t)=\sum_{j=0}^{m} \beta_{j} t^{j}+\sum_{i=1}^{k} \theta_{i}\left(t-t_{i}\right)^{m}
$$

There are $\mathrm{k}+\mathrm{m}+1$ regression coefficients, $\beta$ and $\theta$, for this mth-degree spline function.
Other commonly encountered special cases of spline functions include piecewise constants, or step functions, and piecewise linear functions. Cubic splines are often used to increase the flexibility of the spline function. Reviews of the theory and application of spline functions can be found in numerous references [1, 15, 16, 17].

## 3. RESULTS

The function $(y=\sin x)$ values corresponding to the various values of the $\sin x$ function in the range of 0 to $2 \pi$ are given in Table 1, and cubic spline functions in different intervals are obtained according to these values.

Table -1 Sin $x$ values corresponding to values in the range 0 to $2 \pi$

| $x$ | $y=\sin (x)$ |
| :---: | :---: |
| 0 | 0 |
| $\frac{\pi}{4}=0.7854$ | 0.7071 |
| $\frac{\pi}{2}=1.5708$ | 1 |
| $\frac{3 \pi}{4}=2.3562$ | 0.7071 |
| $\pi$ | 0 |
| $\frac{5 \pi}{4}=3.927$ | -0.7071 |
| $\frac{3 \pi}{2}=4.7124$ | -1 |
| $\frac{7 \pi}{4}=5.4978$ | -0.7071 |
| $2 \pi=6.2832$ | 0 |

Cubic spline functions are as follows created for $\sin (\mathrm{x})$ according to this information.

$$
\begin{gathered}
f\left(x_{1}\right)=-1.3416(x-0)^{3}+2.2(x-0)^{2} \quad 0 \leq x<\pi / 4 \\
f\left(x_{2}\right)=0.2509\left(x-\frac{\pi}{4}\right)^{3}-0.9611\left(x-\frac{\pi}{4}\right)^{2}+0.973\left(x-\frac{\pi}{4}\right)+0.7071, \pi / 4 \leq x<\pi / 2 \\
f\left(x_{3}\right)=-0.0163\left(x-\frac{\pi}{2}\right)^{3}-0.3699\left(x-\frac{\pi}{2}\right)^{2}-0.0724\left(x-\frac{\pi}{2}\right)+1, \quad \pi / 2 \leq x<3 \pi / 4 \\
f\left(x_{4}\right)=0.1685\left(x-\frac{3 \pi}{4}\right)^{3}-0.4083\left(x-\frac{3 \pi}{4}\right)^{2}-0.6835\left(x-\frac{3 \pi}{4}\right)+0.7071, \quad 3 \pi / 4 \leq x<\pi \\
f\left(x_{5}\right)=0.1974(x-\pi)^{3}-0.0114(x-\pi)^{2}-1.0131(x-\pi), \quad \pi \leq x<5 \pi / 4 \\
f\left(x_{6}\right)=-0.1031\left(x-\frac{5 \pi}{4}\right)^{3}-0.4538\left(x-\frac{5 \pi}{4}\right)^{2}-0.6657\left(x-\frac{5 \pi}{4}\right)-0.7071, \quad 5 \pi / 4 \leq x<3 \pi / 2 \\
f\left(x_{7}\right)=0.5694\left(x-\frac{3 \pi}{2}\right)^{3}+0.2107\left(x-\frac{3 \pi}{2}\right)^{2}-0.1438\left(x-\frac{3 \pi}{2}\right)-1,3 \pi / 2 \leq x<7 \pi / 4 \\
f\left(x_{8}\right)=-2.5285\left(x-\frac{7 \pi}{4}\right)^{3}+1.5523\left(x-\frac{7 \pi}{4}\right)^{2}+1.2409\left(x-\frac{7 \pi}{4}\right)-0.7071,7 \pi / 4 \leq x<2 \pi
\end{gathered}
$$

For example, for $x=\frac{\pi}{3}$, the value of $\sin \frac{\pi}{3}$ can be calculated as follows.

$$
\begin{aligned}
& f\left(x_{2}\right)=0.2509\left(\frac{\pi}{3}-\frac{\pi}{4}\right)^{3}-0.9611\left(\frac{\pi}{3}-\frac{\pi}{4}\right)^{2}+0.973\left(\frac{\pi}{3}-\frac{\pi}{4}\right)+0.7071 \\
& f\left(x_{2}\right)=0.2509\left(\frac{\pi}{12}\right)^{3}-0.9611\left(\frac{\pi}{12}\right)^{2}+0.973\left(\frac{\pi}{12}\right)+0.7071=0.8630
\end{aligned}
$$

Likewise, $\sin (\mathrm{x})$ values can be calculated for other values. The actual and estimated values of the $\sin (\mathrm{x})$ function corresponding to the different values given to x are presented in Table 2 .

Table -2 Estimation of $y=\sin (x)$ function values for different values given to $x$

| $\mathbf{X}$ | $\boldsymbol{\pi} / \mathbf{3}$ | $\mathbf{2 \pi / 3}$ | $\mathbf{5 \pi / 6}$ | $\mathbf{7 \pi} \boldsymbol{\pi} \mathbf{6}$ | $\mathbf{4 \pi} / \mathbf{3}$ | $\mathbf{5} \boldsymbol{\pi} / \mathbf{3}$ | $\mathbf{1 1} \boldsymbol{\pi} / \mathbf{6}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{Y}=\sin (\mathrm{x})$ | 0.8660 | 0.866 | 0.5000 | -0.5 | -0.8660 | -0.866 | -0.5 |
| $\hat{Y}$ | 0.8630 | 0.8655 | 0.4995 | $-0,4995$ | -0.8655 | -0.863 | -0.5052 |

Y: Actual values, $\hat{Y}$ : Estimated value obtained with the cubic spline function (y prediction),
The graph of the values obtained by the $\sin (x)$ function and the cubic spline function is given in Figure 2. The cubic spline graph obtained as a result of the MATLAB program is also shown in Figure 3.


Fig. $2 \sin (x)$ and cubic spline function values


Fig. 3 Cubic spline graph for $\sin (x)$
The function $(y=\cos x)$ values corresponding to the various values of the $\cos (x)$ function in the range of 0 to $2 \pi$ are given in Table 3, and cubic spline functions in different intervals are obtained according to these values.

Table - $\mathbf{3} \operatorname{Cos}(x)$ values corresponding to values in the range 0 to $2 \pi$

| $\mathbf{x}$ | $\cos \mathbf{x}$ | Cubic spline |
| :---: | :---: | :---: |
| 0 | 1 | 0 |
| $\pi / 4$ | 0.7071 | 0.7071 |
| $\pi / 2$ | 0 | 0 |
| $3 \pi / 4$ | -0.7071 | -0.7071 |
| $\pi$ | -1 | -1 |
| $5 \pi / 4$ | -0.7071 | -0.7071 |
| $3 \pi / 2$ | 0 | 0 |
| $7 \pi / 4$ | 0.7071 | 0.7071 |
| $2 \pi$ | 1 | 1 |

Cubic spline functions are as follows created for $\cos (x)$ according to this information.

$$
\begin{gathered}
f\left(x_{1}\right)=-2.4034(x-0)^{3}+3.0399(x-0)^{2} \quad 0 \leq x<\pi / 4 \\
f\left(x_{2}\right)=1.3721\left(x-\frac{\pi}{4}\right)^{3}-2.6289\left(x-\frac{\pi}{4}\right)^{2}+0.3181\left(x-\frac{\pi}{4}\right)+0.7071, \quad \pi / 4 \leq x<\pi / 2 \\
f\left(x_{3}\right)=-0.1659\left(x-\frac{\pi}{2}\right)^{3}+0.6040\left(x-\frac{\pi}{2}\right)^{2}-1.2723\left(x-\frac{\pi}{2}\right), \quad \pi / 2 \leq x<3 \pi / 4 \\
f\left(x_{4}\right)=0.1465\left(x-\frac{3 \pi}{4}\right)^{3}+0.213\left(x-\frac{3 \pi}{4}\right)^{2}-0.6306\left(x-\frac{3 \pi}{4}\right)-0.7071, \quad 3 \pi / 4 \leq x<\pi \\
f\left(x_{5}\right)=-0.066(x-\pi)^{3}+0.5583(x-\pi)^{2}-0.0248(x-\pi)-1, \quad \pi \leq x<5 \pi / 4 \\
f\left(x_{6}\right)=-0.2368\left(x-\frac{5 \pi}{4}\right)^{3}+0.4028\left(x-\frac{5 \pi}{4}\right)^{2}+0.73\left(x-\frac{5 \pi}{4}\right)-0.7071, \quad 5 \pi / 4 \leq x<3 \pi / 2 \\
f\left(x_{7}\right)=0.1584\left(x-\frac{3 \pi}{2}\right)^{3}-0.1552\left(x-\frac{3 \pi}{2}\right)^{2}+0.9245\left(x-\frac{3 \pi}{2}\right), \quad 3 \pi / 2 \leq x<7 \pi / 4 \\
f\left(x_{8}\right)=-1.2516\left(x-\frac{7 \pi}{4}\right)^{3}+0.218\left(x-\frac{7 \pi}{4}\right)^{2}+0.9738\left(x-\frac{7 \pi}{4}\right)+0.7071,7 \pi / 4 \leq x<2 \pi
\end{gathered}
$$

The actual and estimated values of the $\cos (\mathrm{x})$ function corresponding to the different values given to x are presented in Table 4.

Table -4 Estimation of $y=\cos (x)$ function values for different values given to $x$

| $\mathbf{x}$ | Cos $(\mathbf{x})$ | Cubic spline |
| :---: | :---: | :---: |
| 0 | 1 | 1 |
| $\pi / 4$ | 0.7071 | 0.7071 |
| $\pi / 3$ | 0.5 | 0.5461 |
| $\pi / 2$ | 0 | 0 |
| $3 \pi / 4$ | -0.7071 | -0.7071 |
| $\pi$ | -1 | -1 |
| $5 \pi / 6$ | -0.866 | -0.8618 |
| $7 \pi / 6$ | -0.866 | -0.8659 |
| $5 \pi / 4$ | -0.7071 | -0.7071 |
| $4 \pi / 3$ | -0.5 | -0.4991 |
| $3 \pi / 2$ | 0 | 0 |
| $5 \pi / 3$ | 0.5 | 0.4975 |
| $7 \pi / 4$ | 0.7071 | 0.7071 |
| $11 \pi / 6$ | 0.866 | 0.8707 |
| $2 \pi$ | 1 | 1 |

The graph of the values obtained by the $\cos (x)$ function and the cubic spline function is given in Figure 4. The cubic spline graph obtained as a result of the MATLAB program is also shown in Figure 5.


Fig. $4 \operatorname{Cos}(x)$ and cubic spline function values


Fig. 5 Cubic spline graph for $\cos (x)$

## 4. CONCLUSION

In this study, some trigonometric functions were expressed as cubic spline functions. The values of $\operatorname{Sin}(x)$ and $\operatorname{Cos}(x)$ functions according to the values in the interval $[0,2 \pi]$ were also expressed with cubic spline functions. The values of $\sin (x)$ and $\cos (x)$ functions calculated with cubic spline functions were found very close to their true values. It has been seen that the graphs of the $\operatorname{Sin}(x)$ and $\operatorname{Cos}(x)$ functions and the cubic spline functions are in good agreement. It has been revealed that the cubic spline functions give very good results in calculating the values of $\sin (\mathrm{x})$ and $\cos (\mathrm{x})$ functions in the definition intervals.

## REFERENCES

[1]. Smith, P. L. 1979. Splines: as a useful and convenient statistical tool. The American Statistician, 33: 57-62
[2]. Durrleman, S., Simon, R. 1989. Flexible regression models with cubic splines. Statistics in Medicine, 8: 551561.
[3]. Dierckx, P. 1996. Curve and Surface Fitting with Splines. Oxford University Press, New York.
[4]. Farin, G. 2002. Curves and Surfaces for Computer Aided Geometric Design. A Practical Guide. 5th Edition, Morgan Kaufmann
[5]. Karim, S.A.A. 2014. Data Interpolation, Smoothing and Approximation using Cubic Spline and Polynomial. Book manuscript.
[6]. Al-Said, E.A. 1998. Cubic Spline Method for Solving Two-Point Boundary-Value Problems. Korean J. Comput. and Appl. Math. 5(3): 669-680
[7]. Sepehrian, B., Radpoor, M.K. 2015. Numerical solution of non-linear Fokker-Planck equation using finite differences method and the cubic spline functions. Applied Mathematics and Computation, 262: 187-190. http://dx.doi.org/10.1016/j.amc.2015.03.062
[8]. Wu, D., Zhang, T., Zhong, Y., Jiang, F., Li, J. 2022. Analytical shaping method for low-thrust rendezvous trajectory using cubic spline functions. Acta Astronautica, 193: 511-520. https://doi.org/10.1016/j.actaastro.2022.01.019
[9]. Kruger, C.R.C. 2003. Constrained Cubic Spline Interpolation for Chemical Engineering Applications. Available: http://www.korf.co.uk/spline.pdf.
[10]. Mategaonkar, M. 2021. Simulation of groundwater flow using meshfree collocation method with Cubic Spline function. Groundwater for Sustainable Development, 13: 100579. https://doi.org/10.1016/j.gsd.2021.100579
[11]. Thomas, G.B., Finney, R.L. 1998. Calculus and Analytic Geometry 9th Edition. Addison-Wesley Publishing Company, Inc, USA.
[12]. Anonymous, 2022. Cliffs Notes. Functions of Acute Angles. https://www.cliffsnotes.com/study-guides/trigonometry/trigonometric-functions/functions-of- acute-angles.
[13]. Yazıcı, C. 2020. Çözümlü Problemlerle Analiz I-II-III. Nobel Akademik Yayıncılık Eğitim Danışmanlık Tic. Ltd. Şti., Ankara. ISBN: 978-625-402-020-9
[14]. Hess, K.R. 1994. Assessing Time-By-Covariate Interactions in Proportional Hazards Regression Models Using Cubic Spline Functions. Statistics in Medicine, 13: 1045-1062.
[15]. Stone, C.J., Koo, C. 1985. Additive splines in statistics', Proceedings of the Statistical Computing Section, American Statistical Association, 45-48
[16]. Wahba, G. 1989. Spline functions, in Kotz, S. and Johnson, N. L. (eds.), Encyclopedia of Statistical Sciences. Supplement Volume, Wiley New York, pp. 148-160
[17]. Wegman, E.J., Wright, I.W. 1983. Splines in statistics. Journal of the American Statistical Association, 78, 351365

