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ABSTRACT 

The exponential growth of research, technology, and engineering over the last decade has resulted in massive 

amounts of data being produced across many different industries.  The act of doing medical research results in the 

generation of data on a continuous basis, and the accumulation of substantial amounts of data from the real world 

becomes a "data disaster." The availability of data and the quality of the data are the foundations upon which 

effective data mining and analysis are built. Cleaning the data is an important step in achieving high data quality. 

You must meet this requirement. Finding and fixing "dirty data" is what data cleaning is all about. This procedure 

serves as the foundation for data management and analysis. Furthermore, data cleaning is a type of technology that 

is frequently used to improve the quality of data. There is, however, a lack of guidance in the existing literature on 

real-world research regarding how to set up and carry out data cleansing in a manner that is both efficient and 

ethical. To tackle this problem, we put up a data cleansing strategy for actual research. Duplicate, missing, and 

outlier data are the three main types of dirty data that the methodology aims to address. Furthermore, we 

suggested a routine data cleaning technique that can be used as a guide for future research that incorporates similar 

technology. 
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INTRODUCTION  

The measurement of data quality (DQ) is a crucial part of determining the relevance of data-driven decisions. Like 

the machine-based decisions employed by ranking algorithms, industrial robots, and self-driving cars—all 

instances of the expanding domain of artificial intelligence such decisions are present in our daily lives. Machine 

learning (ML) models' mistake rates are significantly impacted by insufficient data, as shown by [1]. Furthermore, 

high-quality data is essential for human-based decisions. For example, sales statistics are usually considered while 

deciding whether to promote or stop making a given product.  

In the US, 84% of CEOs worry about the quality of their decisions, and "organisations believe poor data quality to 

be responsible for an average of fifteen million dollars per year in losses" [2]. Despite the obvious correlation 

between data and sound decision-making, this remains the case. In light of this shift, data quality is now "no 

longer a question of 'hygiene,' but rather has become critical for operational excellence," and addressing this issue 

poses the greatest challenge to corporate data management professionals.  

To ensure the dependability of decision-making, the author put out five criteria for DQ metrics in [3]. These 

requirements are as follows: "the existence of minimum and maximum metric values (R1), the interval scaling of 

the metric values (R2), the quality of the configuration parameters and the determination of the metric values (R3), 

the sound aggregation of the metric values (R4), and the economic efficiency of the metric (R5)." On the other 

hand, there are academics that assert "that a more general approach is required" in order to evaluate the benefits 

and reliability of a DQ metric. This section will provide an overview of four main dimensions of DQ, along with 

popular metrics that are used to calculate them. Though the list of measures is not full, it should provide some 

insight into the research that has been carried out in this field. This is because our DQ tool review reveals the 

presence of metrics that are comparable to those that are included here. When it comes to academic and business 

settings, the significance of the function that vast amounts of real-world data play is growing [4]. In order to learn 

more about the worth of this data, we need data mines and analyses. 

 Real-world data from medical practice, on the other hand, are typically generated without the stringent procedural 

controls that are utilised in clinical laboratory studies. Some examples of quality difficulties include duplicate, 

missing, and outlier data. Integrating data from several sources, such as several hospitals or hospital systems, 

could necessitate different rules.  



Mungara P                                                         Euro. J. Adv. Engg. Tech., 2022, 9(3):172-178 

____________________________________________________________________________ 

173 

 

 

This can lead to problems with the original data. Everywhere you look in RWS, you'll find "dirty data." One of 

these is that the database's efficiency is negatively impacted by the high quantity of store space that is required for 

duplicate data. Another is that a lot of potentially useful information can be lost due to incorrect processing of 

missing data. In addition, data analytics and critical computations might be severely affected by inconsistent or 

inaccurate outlier data. 

These outcomes might even lead to inappropriate paths for later academic study, which can result in a total loss of 

time, effort, and financial resources [5].  

 
Figure 1: Forms of data preprocessing 

 

The methods of data pretreatment that are covered in this study are summarised in Figure 1. It is important to note 

that the previous classification should not be considered mutually exclusive. An example of data cleaning and data 

reduction would be the elimination of superfluous data. This might be considered a sort of data cleaning. In a 

nutshell, data collected from the real world are typically unclean, lacking in consistency, and incomplete. The 

accuracy and efficiency of the subsequent mining process can be improved by the use of data pretreatment 

techniques, which can assist improve the quality of the data. Preprocessing data is a crucial part of knowledge 

discovery because it ensures that high-quality decisions are based on accurate information. 

 The detection of data abnormalities, the early correction of such anomalies, and the reduction of the amount of 

data that needs to be analysed can all lead to significant payoffs for decision making. 

 

LITERATURE REVIEW 

A. Categorizing Issues with Data Quality 

The degree to which the data in terms of its accuracy, completeness, consistency, and timeliness are able to fulfil 

the requirements that are anticipated by certain users is referred to as the data's quality. The pattern-layer and 

instance-layer difficulties are two ways to categorise issues with data quality, depending on the discovery level. 

Problems can also be categorised as having one or many sources of data, depending on the data that is being used. 

Because of this, issues with data quality are typically grouped into four types: single-source pattern layer, multi-

source pattern layer, single-source instance layer, and multi-source instance layer (Figure 2). 
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Figure 2: Data quality issues classification 

 

B. Causes of Data Quality Issues 

System design errors are the root cause of pattern layer problems. Lack of integrity requirements and simplistic 

architectural design are pattern-layer issues with respect to single data sources. Conflicts in structure and 

nomenclature across sources are another possible pattern layer difficulty when multiple sources of data are 

involved. Data governance for RWS primarily focuses on issues in the instance layer that are caused by unhandled 

faults in the pattern layer, rather than the pattern layer itself [6].  

One of RWS's main goals in data governance is reducing the prevalence of human mistake at the instance layer, 

where the vast majority of data problems originate. At the single-source instance layer, data record exceptions 

often occur due to missing values, similar or duplicate records, or input errors. Case recording is a common time 

for input mistakes in data sources that depend heavily on human intervention, such as patient health records and 

information retrieved from mobile health monitoring devices. There is a high incidence of input errors in these 

databases. People often make mistakes when entering data, which can lead to duplicate or identical records. 

 On the other hand, they may also occur when two cases of the same patient are stored over the same time period, 

each of which has a different level of completeness. This second instance happens frequently when exporting data 

for multiple time periods at once, for example, from January to June and then from June to December 

consecutively. Inaccuracies in the recording method or the patient's deliberate concealment (such as a refusal to 

reveal relevant information) could lead to missing values. 

 There is also the possibility that the absence of values is due to errors in data storage or error clearance that are 

the consequence of problems with the equipment. Data that is extremely sensitive may also be difficult to access 

in certain circumstances (for example, payment information for medical insurance) [7].  

At the instance layer, problems might arise not only for single sources but also for multisource configurations, on 

top of all the problems that can arise for single sources. Data aggregation and uneven data time are two of these 

issues.  Records that are identical to one another or duplicates that are the result of recognising the same material 

as distinct objects (that is, using different expressions) are the most commonly encountered issues among these. 

 

 
Figure 3: Basic process of data cleaning 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC10557005/figure/figure2/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC10557005/figure/figure2/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC10557005/figure/figure2/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC10557005/figure/figure2/
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Even though it's quite accurate, manual cleaning is only suitable for smaller data sets because of how long it takes.  

Machine cleaning, on the other hand, is better appropriate for processing larger data sets due to the fact that the 

procedure is entirely automated. The cleaning plan and programme, on the other hand, must still be prepared in 

advance, which makes maintenance in later stages problematic. Figure 3 illustrates the fundamental process of 

data cleaning. In the synchronous human-machine technique, problems that the machine is unable to solve are 

manually addressed through an appropriate interface through the use of human intervention. This approach is 

useful because it lessens the amount of effort that is required for manual cleaning while simultaneously lowering 

the level of difficulty involved in developing a strategy for machine cleaning. Asynchronous human-machine 

strategies are conceptually similar to their synchronous counterparts. On the other hand, issues that the machine is 

unable to resolve are not treated immediately. 

This is contrary to the synchronous method. Instead, an issue report is generated, and the cleaning process moves 

on to the subsequent stage. Therefore, manual processing takes place after cleaning, and it is the way that the 

majority of cleaning software employs [8]. 

 

ENHANCING DATA QUALITY FOR OPTIMAL DATA ANALYTICS PERFORMANCE 

Many scholars have spent a lot of time studying data quality, specifically how it affects things like timeliness, 

reliability, accuracy, completeness, and consistency. The data quality can be assessed using these dimensions as 

benchmarks. These studies provide the framework for future study on the different ways to improve data quality 

management by highlighting the significance of addressing each factor to ensure the data's dependability and 

integrity. 

According to [9], the approaches of data cleansing and profiling play a crucial role in locating and correcting 

problems that are present in several datasets. The importance of automated cleansing algorithms that make use of 

machine learning to identify abnormalities and inconsistencies is brought to light. With the use of sophisticated 

profiling tools, businesses are able to gain an understanding of the structure and quality of their data, which lays 

the framework for changes in data quality that are specifically targeted. According to [10], machine learning 

algorithms, and more specifically predictive analytics models, play a significant part in the process of forecasting 

data flaws and inconsistencies. Both the data quality and the ability to make proactive judgements are enhanced by 

these predictive models. 

 Real-time data processing has been made easier by the introduction of Big Data technologies, which are depicted 

in figure 4. As a result, concurrent real-time data quality management solutions have become necessary. Scholars 

place a strong emphasis on the creation of scalable frameworks that are capable of maintaining data quality in 

real-time. This enables organisations to adapt quickly to emerging data difficulties and to preserve the quality of 

streaming data. 

 
Figure 4: Big data analytics 

 

The nature of the complex link that exists between data analytics and data quality is investigated in this study. The 

purpose of this study is to research the methodology, tools, and best practices that are utilised in the field of data 

analytics in order to improve the quality of the data. The purpose of this study is to provide insights into how 

organisations and institutions may leverage the power of data analytics to secure the integrity and reliability of 

their data assets. This will be accomplished by evaluating real-world case studies and industry applications. 
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Figure 5: Data quality dimensions 

 

As stated in [11] here, we highlight various techniques, including data profiling, data cleansing, and 

standardisation, and explain their roles in discovering and correcting data inconsistencies. The critical relationship 

between data quality and the efficacy of data analytics methodologies is illuminated by real-world case studies. 

These examples show how data quality projects can pay off in the real world. Better decision-making, higher 

customer satisfaction, and simplified operational processes are some of these advantages. The consequences of 

inaccurate data, such as flawed corporate plans and inaccurate predictive models, are also explored in the study.  

The abstract places an emphasis on the financial and reputational problems that are connected with mediocre data. 

It argues for a proactive strategy, in which organisations engage in solid data governance structures, innovative 

tools, and qualified individuals in order to guarantee that the quality of their data remains consistent. It is possible 

for organisations to harness the actual power of data analytics by doing so, which will ultimately lead to the 

achievement of sustainable growth, the promotion of innovation, and the encouragement of competitive 

advantage. In addition, the dimensions of the data quality were displayed in figure 5. 

 

OVERVIEW ON DATA CLEANING ON REAL WORLD DATA 

A database's "data cleaning" is the process of correcting or eliminating inaccurate, incomplete, or misleading 

information.  One example of a data-intensive profession is a document that has been generated or reproduced 

inaccurately. Other examples include a corporation that operates in the banking, insurance, and commerce 

industries. Within the realms of transportation and telecommunications, a data set might be utilised. Using a 

cleaning algorithm, you may perform a methodical audit of your data to ensure that it is free of errors. Data 

cleaners that can detect and fix a broad range of specific mistakes are a prominent component of data cleaning 

tools. An algorithm, a set of rules, and a table search are used to do this. Duplicate records seem to be present. 

You can save both time and money by using an algorithm. Database administration demands a lot of energy and 

time, but the reward is substantial. 

Compared to manually fixing errors, this method is less cost-effective. Cleaning the data is an important operation 

that must be completed by professionals working in data warehouses, database managers, and developers alike. 

Data warehouse component populating, recent data integration, and operational system maintenance of real-time 

dedupe processes are just a few examples of the many possible applications of deduplication, substantiation, and 

householding.  The goal is to achieve the highest possible level of precision and dependability in the data, which 

will ultimately result in enhanced customer service, reduced expenses, and increased peace of mind [12] 

A. Using Measure of central tendency for each class: This data cleansing procedure is an additional 

strategy that is comparable to the one that was discussed earlier inside this paragraph. On the other hand, it 

is somewhat different from the first one since in the second one, we ensured that the same amount of data 

was filled in for each class. When compared to the central tendency method, this one allows us more 
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leeway to guess the data (mode, median, or mean) that goes with each category [13]. This is the difference 

between the two methods. 

 
Figure 6: Assigning dependent and independent variables 

 

Also, keep in mind that this method requires an in-depth familiarity with the dataset's domain before it can be 

applied. If you want absolutely pinpoint accuracy, this is a must. For instance, thinking about the dataset that came 

before it. We follow the same process as previously when it comes to this plan. After loading the dataset and 

incorporating the libraries, we need to identify which columns have a null value percentage more than 20% and 

exclude them. 

Then, from the remaining columns, check to see if any of them include numeric values, and then check once more 

to see what proportion of those columns contain null values; the results of this check are displayed in figure 6. 

Working with this library is a little less difficult than working with Python's programming language. Here the 

variables that are dependent and variables that are independent are characteristic of a data frame. With this 

approach, we separate the two components. In contrast, one variable is used for the independent characteristics 

and another for the dependent feature. 

 

CONCLUSION 

The goals of the data cleaning technology, a few key features of the technology, and approaches to developing 

effective solutions were covered in this review study. For instance, data cleaning technologies in common 

business applications aim to keep data quality and consistency at the same level as what is required by the data 

warehouse. This includes databases that store information about customers and products. With enough time and 

effort put into research and analysis, one can draw many important conclusions. Improving the data's quality is 

more than just a process; it's a strategic necessity. Systematic detection of data problems, full cleansing, 

integration, and transformation are at the most fundamental level.  The basis of dependable and high-quality data 

is comprised of these tactics, which are backed by modern analytics. The ability to make judgements based on 

accurate information is facilitated by improved data quality. The route that their businesses will take is determined 

by decision-makers, who rely on data that is accurate and consistent. Businesses are now able to trust the data that 

underpins their crucial decisions, which directly leads to more reliable strategies and outcomes. This is made 

possible by effective data analytics. 
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