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ABSTRACT 

This paper consists in proposing a system for filtering access to data on the Internet, in a "general public" context, 

via the design of a plugin with the objective of improving the processing and control of dynamic information 

disseminated in web content. The aim of this approach is to determine which resources are relevant to a user. We 

have studied and proposed a hybrid method between browser plugin technology (content-based filtering) and 

convolutional neural network technology (efficient net). The working principle of our algorithm will be the 

detection and classification of a so-called illegal image. To present good results, we used Web Scraping 

technology to design our training database; the training of our model was based on EfficientNetb7, the Spyder 

Anaconda development environment and the Python programming language. During testing, the CNN results we 

obtained were very encouraging as they allowed us to assess the achievement of our objectives at 95%. 
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INTRODUCTION 

With the explosive growth of ICTs today, around 80% of users find themselves overwhelmed by a flood of often-

unsolicited information. The protection of minors on the Internet is a major social, political and economic issue. 

The recent governmental decisions to make parental control mandatory and free for Internet Service Providers 

(ISPs) attest to this. It is therefore important at this stage to have reliable measures to improve and strengthen these 

various controls in order to reduce the spread of illegal images on the Internet. Filtering on the Internet means 

controlling a flow of information and presenting only that which is likely to be of interest to the user (relevant 

information) [1]. Internet filtering (sometimes called Internet blocking) is not a recent activity. However, the 

concept covers such a wide range of practices, hardware, software and services. The primary purpose of Internet 

filtering is to prevent illegal content from reaching a personal computer or workstation. This can be done using a 

software or hardware product that monitors all Internet communications and determines whether to prevent the 

receipt and/or display of specifically targeted content. It can be adapted and configured differently to meet the needs 

of different categories of users (parents, children, teachers, students, etc.). It would be a mistake to assume that all 

types of filtering are the same or equally effective, that they have the same legal consequences, or that a given 

system could easily be used to target more than one type of content.  

How can it be ensured that once a user is connected to the Internet, he or she cannot access illegal and unauthorised 

information? The main issue in this topic is the overall policy of dynamic information processing and content 

analysis.  

In the literature to date, several equally effective algorithms have been used to filter information on the Internet, 

including memory-based algorithms [2], model-based algorithms (K-means, RecTree, FRAC) [3]-[5], 

recommendation systems [6] and deep learning [7]. Each of these techniques for filtering information and web 

content has strengths, weaknesses and risks in terms of overblocking (or excessive filtering) and underblocking (or 

insufficient filtering) [8].  

We therefore propose a reliable and efficient algorithm based on convolutional neural networks (EfficientNet) [9]-

[11], which will be integrated into a web browser (plugin). It should be able to analyse any web content and classify 

it as illegal or not (violence, pornography). 
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DESIGN, MATERIAL AND METHODS  

The database was designed using Web Scraping technology. It consists of 3407 images divided into 6 main 

categories: 

- Dressed people ; 

- Images with pornographic titles ; 

- Knives ; 

- Tanks ; 

- Firearms (rifles, pistols, shotguns, etc.). 

The database creation scheme is shown above: 

 

 
Fig. 1 Web scraping for data collection 

 

The cleaning of our database was done manually. This phase consists of eliminating images of poor quality, which 

do not fit in with the researched theme. The images obtained are recorded in a database which will be subdivided 

into three, namely : 

- Training database consisting of 2303 images; 

- Test database of 742 images; 

- Evaluation database consisting of 362 images; 

 

 
Fig. 2 Data cleaning of the database 

 

The Google Colab development environment 

The Google Colab environment is the tool that enabled us to design the learning model. 

 

Hugginface  

Deployment interface for open source artificial intelligence models. It is an API capable of being indexed by all 

programming platforms. 

 

Web browser 

It is the testing and development support for our extension. 
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Development methodology  

EfficientNet 

Based on the observation that better accuracy and efficiency can be achieved by imposing a balance between all 

dimensions of the network, the EfficientNet [12]-[14] has been proposed to improve the performance of CNNs by 

scaling in three dimensions, i.e. width, depth and resolution using a set of fixed scaling coefficients that meet 

certain specific constraints.  

 

Transfer learning 

For neural networks, it is essential to collect enough data for the training process [15]-[16]. Transfer learning 

allows the reuse of existing parameters, i.e. convolution weights of a model trained on large datasets to train new 

models with relatively fewer labelled images. We used pre-trained weights from ImageNet. 

 

Learning the model 

Our model was designed in two main phases: 

- Data augmentation 

This technique will allow us to increase the quality of our learning database and thus increase the performance of 

the learning model [17]. We have used: 

• Changing the angle of view of the image ; 

• Changing the Zoom of the image ; 

• Changing the image dimensions (height and depth) ; 

 

- Training the model  

The training of our model is based on EfficientNetb7. Through object programming, we will instantiate it to have 

a Model object. The latter will be optimised by making its layers trainable except for the last 10 layers.  

 

 
 

Fig. 3 Learning strategy of our model 
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RESULTS AND DISCUSSION  

System structure 

 
Fig. 4 Structure of the new data access filtering system 

 

Calculation of performance metrics 

The performance metrics allow us to have the quality of detection of the model with respect to our test database. 

They are represented by the figure below: 

 
Fig. 5 Confusion matrix of the learning model 

 

The data classification report by the Python Scikit-learn library is as follows: 

  
Fig. 6 Classification ratio of the learning model 

Results  

- First experience : 

The first experiment illustrates the influence of the number of filters needed to create adequate convolution maps. 

The experiment was performed on a base of 280 vectors. 
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Table -1 Recognition rates by different numbers of filters. 

  

 First convolution layer Second convolution layer Recognition rate 

Number of filters 

6 6 97.5% 

6 12 94.8% 

12 6 87.5% 

 

From the results obtained, we can say:  

o In the feature extraction phase, the recognition rate is better if the number of filters in the first 

convolution layer is less than or equal to the number of filters in the second convolution layer.  

o In the extreme case, if we have only 6 filters in the first layer and 6 or 12 filters in the second layer, 

the recognition rate reaches 95% and 97% for 280 vectors.  

 

- Second experiment 

In the second experiment, we increased the number of learning periods each time until it was higher than the set 

recognition rate.  

 

 
 

Fig. 7 Experimentation as a function of the number of epochs 

Table -2 Recognition rates in relation to the number of periods 

Number of eras Number of images analysed Recognition rate (acc) Error rate (loss) Running time 

5 250 86.69% 30.83% 73s 294ms/step 

10 250 89.36% 26.21% 71s 285ms/step 

15 250 91.29% 21.62% 76s 303ms/step 

20 250 93.56% 16.52% 71s 283ms/step 

25 250 98.20% 7.61% 76s 304ms/step 
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Fig. 8 Representation of the error and accuracy rate 

The accuracy of learning and validation increases with the number of epochs, reflecting that with each epoch the 

model learns more information. If the accuracy is decreased then we will need more information to make our 

model learn and therefore we need to increase the number of epochs and vice versa. Similarly, the learning and 

validation error decreases with the number of epochs.  

 

Once the plugin is installed in the browser, when the proposed filtering system detects an image as an illegal 

image, it automatically blocks the display of the image. 

 

Implementation of the new filtering system 

 

 
Fig. 9 Correct image detection results 

 

  
Fig. 10 Illegal image detection results 
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Fig. 11 Illegal image search results 

CONCLUSION 

In this paper, we have proposed the design of a web browser-based data access filtering system based on 

EfficientNet, a convolutional neural network technology. The main objective of this system is to control the spread 

of illegal images and improve the filtering of information on the Internet for better parental control and user 

protection. The added value of our approach is that it is mixed and located between the content-based filtering 

method and convolutional neural networks. The designed algorithm can be applied to the recognition and 

prediction of all categories of images; it will only be necessary to fill in the Training_set and the Test_set in order 

to supply the training base with images. As a result of the results obtained, our system presents a positive rate of 

illicit image recognition of 98% for a processing time of 76s. 
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