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ABSTRACT 

Specifics of acoustic signal processing prior partial signal-to-noise ratios estimating when measuring speech 

intelligibility under noise dominance was studied. A pre-processing algorithm was proposed and tested using real 

signals. The speech intelligibility was evaluated using three versions of the formant method as well as the speech 

transmission index. The quality criteria for this test were the closeness of speech intelligibility estimates obtained 

during predicting and in real measurements, as well as the reliability of detection of a test noise signal against a 

background of noise interference. The closeness of the measurement and prediction results of speech intelligibility 

testifies to the reliability of measurements performed using the proposed algorithm. A sufficiently high reliability of 

signal detection by the threshold method is achieved with a signal-to-noise ratio of at least 0 dB. 
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INTRODUCTION 

The problem of speech intelligibility prediction and measurement is quite old: its age at present is about 90 years [1]. 

Abroad, Articulation Index (AI) [2] and Speech Intelligibility Index (SII) [3] are commonly used versions of the 

formant method of thespeech intelligibility assessment. In former USSR, by the end of 1950s, several scientific schools 

were founded, headed by N. B. Pokrovsky [4], M. A. Sapozhkov [5], and Yu. S. Bykov [6], where their own versions of 

formant method were developed.    

In 1973, a modulation method had been developed that allows to take into account both noise and reverberation effects 

on speech intelligibility [7]. For this reason, even statements about the “obsolescence” of formant method had been 

appeared in the literature [8]. However, strict comparison of capabilities of formant and modulation methods had 

revealed that the formant method stays preferable in certain conditions where noise dominates over the reverberation 

[9]. Therefore, the technology for measuring speech intelligibility proposed in this work is based on the use of the 

analytical and experimental base of the formant method. 

 

PROBLEM STATEMENT 

The essence of the formant method for measuring speech intelligibility is as follows [4-6, 10-12].  

A loudspeaker is placed in the place where a speaker is normally located. The loudspeaker emits a segment of 

stationary noise as a test signal. The spectrum of this noise is similar to the speech spectrum estimated using an 

extended (at least 1 minute) segment of the speech signal. Acoustic power of the emitted signal is established so as to 

create the required sound pressure level typical for the situation being analyzed at a certain distance (for example 1 m) 

from the speaker. A microphone is positioned in the place of probable listener location and its output signal is processed 

to evaluate the speech intelligibility. 

The word intelligibility 𝑊 is calculated using the formant intelligibility 𝐴 [4], [10]: 

𝑊 =  
1.54 ∙ 𝐴0.25 1 − exp −11 ∙ 𝐴  , 𝐴 < 0.15;

1 − exp  
11∙𝐴

1+0.7∙𝐴
 , 𝐴 ≥ 0.15.

                                      (1) 
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𝐴 =  𝑝𝑘 ∙ 𝑃(𝐸𝑘
′ )𝐾

𝑘=1 ,      (2) 

where𝑃𝑘(𝐸𝑘
′ ) is the speech perception factor; 𝑝𝑘  is probability of formant occurrence in k-th frequency band with center 

frequencies 𝑓0𝑘  and boundary frequencies 𝑓1𝑘  and 𝑓2𝑘 : 

𝑝𝑘 = 𝐹 𝑓2𝑘 − 𝐹 𝑓1𝑘 ,      (3) 

𝐹 𝑓 =  
2.57 ∙ 10−8 ∙ 𝑓2.4, 100 < 𝑓 ≤ 400 Hz,

1 − 1.074 ∙ exp(−10−4 ∙ 𝑓1.18), 400 < 𝑓 ≤ 10000 Hz.
                     (4) 

According to N. B. Pokrovsky’s technique [4],  

 

𝑃𝑘 𝐸𝑘
′  =

 
 

 
0.78+5.46∙exp [−4.3∙10−3 ∙(27.3−|𝐸𝑘

′ |)2]

1+10
0.1∙|𝐸𝑘

′ |
, 𝐸𝑘

′ ≤ 0,

1 −
0.78+5.46∙exp  −4.3∙10−3 ∙ 27.3− 𝐸𝑘

′   
2
 

1+10
0.1∙ 𝐸𝑘

′  
, 𝐸𝑘

′ > 0,

           (5) 

where𝐸𝑘
′  is effective level of formant perception in k-th frequency band: 

𝐸𝑘
′ = 𝐸𝑘 − ∆𝐵(𝑓0𝑘),      (6) 

𝐸𝑘 is the effective level of speech signal perception in the k-th frequency band, which is equal (at sufficiently high noise 

levels) to the signal-to-noise ratio 𝑞𝑘  in this frequency band: 

𝐸𝑘 = 𝑞𝑘 = 10lg
𝐷𝑠𝑘

𝐷𝑛𝑘
,       (7) 

where𝐷𝑠𝑘  and  𝐷𝑛𝑘  are signal and noise variances in the k-th frequency band; ∆𝐵(𝑓) is the difference between averaged 

speech and formant spectra: 

∆𝐵 𝑓 =  
200 𝑓0.43 − 0.37 , 𝑓 ≤ 1000 Hz,

1.37 + 1000 𝑓0.69 , 𝑓 > 1000 Hz.
      (8) 

Alternatively, according to the M. A. Sapozhkov’s technique, the formant spectrum is considered almost coincident 

with the speech spectrum, i.e. ∆𝐵 𝑓 = 0, whence it follows that 𝐸𝑘
′ = 𝐸𝑘  [5]. It was shown in [11] that M. A. 

Sapozhkov’s dependence 𝑃𝑘(𝐸𝑘
′ ) differs from analogous N. B. Pokrovsky’s dependence. 

The M. A. Sapozhkov’s approach was refined in [12] by taking into consideration the dependence of perception factors 

on the frequency band.  In this case, (1) need be replaced by 

𝐴 =  𝑝𝑘 ∙ 𝑃𝑘(𝐸𝑘)𝐾
𝑘=1 ,       (9) 

where perception factors 𝑃𝑘(𝐸𝑘) can be presented as polynomial functions of frequency band. 

Recently, there appeared a tendency toward partial merging of the formant and modulation [2] methods of speech 

intelligibility assessment. In particular, according to simplified method of speech intelligibility assessment presented in 

GOST R ISO 24504-2015, the speech intelligibility is assessed using the STI (Speech Transmission Index) as follows: 

𝑆𝑇𝐼 =  𝛼𝑘 ∙ 𝑇𝑘 −  𝛽𝑘 ∙  𝑇𝑘 ∙ 𝑇𝑘+1
6
𝑘=1

7
𝑘=1 ,      (10) 

𝑇𝑘 =  

0, 𝐸𝑘 < −15;

 𝐸𝑘 + 15 30 , −15 < 𝐸𝑘 < +15; 
1, 𝐸𝑘 > +15;

       (11) 

where𝛼𝑘  are weighting factors and 𝛽𝑘  are redundancy coefficients, whose values for octave bands with center 

frequencies 𝑓0 are given in GOST R ISO 24504-2015. 

Obviously, abovementioned equations are used at the final stage of speech intelligibility measurement, when estimates 

of partial signal-to-noise ratios 𝐸𝑘  become known. Meanwhile, problems concerned with acoustic signal pre-processing 

aimed to estimate parameters 𝐸𝑘  are poorly elucidated in the literature. The purpose of this work is to eliminate this 

gap. 

 

ACOUSTIC SIGNAL PREPROCESSING ALGORITHM 

The final stage of speech intelligibility calculations using (1)-(11) must be preceded by the following two stages of 

acoustic signal preprocessing. 

Stage 1. Preparation to measure: 

 setting the initial data for the measurement procedure; 

 recording the signal or reading the recorded signal from a memory device. 

Stage 2. Signal detection and parameters evaluation: 

 preliminary estimation of noise background variance 𝜎𝑛
2 and calculation of threshold value 𝑡𝑟; 

 detection of the signal against the noise background using the threshold method; 

 check of calculated signal start time 𝑡𝑚𝑖𝑥  and calculated signal end time 𝑡𝑚𝑖𝑥 + 𝑇𝑚𝑖𝑥  validity; 

 formation of a parallel combination using seven octave filters (filter bank); 

 filtering of recorded acoustic signal using the filter bank; 

 formation of signals and interferences for all frequency channels; 

 calculation of interference variance 𝜎𝑛
2 and signal variance 𝜎𝑠

2; 

 𝐸𝑘values calculation. 
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Let us consider each stage in more details.  

It is reasonable to start setting the initial data for the measurement procedure from selection of operation mode. Two 

operation modes seem to be most preferable: mode of recording and processing a real signal and mode of processing a 

previously recorded signal. The second mode is especially useful to work with archival data. 

In addition to operation mode, the lengths of recorded signal segments should be specified in terms of variables values 

such as 𝑇𝑛1 (duration of interference segment prior the signal), 𝑇𝑚𝑖𝑥  (duration of mixed signal/noise segment), 𝑇𝑟𝑒𝑣  

(duration of reverberation interference segment), and 𝑇𝑛2 (duration of interference segment after the mixed signal/noise 

segment). Setting of initial data finishes with specifying the version of formant method and number of octave bands (7 

or 5). 

To detect a signal using the threshold method, it is necessary to first estimate the variance 𝜎𝑛
2 of the interference 

segments at the beginning and at the end of the signal record, and then calculate the threshold constant 𝑡𝑟 = 𝑎 ∙ 𝜎𝑛 , 

where 𝑎 is determined by the required false alarm probability. The signal detection consists in determining the signal 

start time 𝑡𝑚𝑖𝑥 . Since the accuracy of speech intelligibility depends on the accuracy of signal detection, it is desirable to 

provide visual monitoring of the detection results. An example of signal detection procedure visualization is shown in 

Fig. 1, where vertical red marker lines indicate the time points 𝑡𝑚𝑖𝑥 , 𝑡𝑚𝑖𝑥 + 𝑇𝑚𝑖𝑥  and 𝑡𝑚𝑖𝑥 + 𝑇𝑚𝑖𝑥 + 𝑇𝑟𝑒𝑣 , while 

horizontal dashed line shows the threshold value 𝑡𝑟. Having determined boundaries between signal and interference, it 

is necessary to subject the analyzed record to multi-channel filtering and then estimate partial signal-to-noise ratios 𝐸𝑘  

using the relationship 

𝐸𝑘 =
𝜎𝑚𝑖𝑥  𝑘

2 −𝜎𝑛  𝑘
2

𝜎𝑛  𝑘
2 , 

where 𝜎𝑚𝑖𝑥  𝑘
2  is the variance of response portion of mixed signal/noise segment from k-th filter; 𝜎𝑛  𝑘

2  is the variance of 

response portions of noise interference segment from 𝑘-th filter. 

 
Fig. 1Noise interference, mix of signal and noise, and reverberation segments 

 

EXAMPLES OF NOISED SPEECH INTELLIGIBILITY MEASUREMENTS 

Above presented algorithm was tested with the aid of specially designed scripts in the Matlab environment. Figs 2 to 4 

present the form of analyzed signal and estimated power spectra for signal-to-noise ratios of 1.12 dB, 5.76 dB and 12.66 

dB, respectively. The noise was recorded using an FM radio receiver operating in the mode of tuning off from all radio 

station signals. 

As the presented plots show, applied threshold algorithm for detecting a noise-like signal against a noisy background 

reliably operates at signal-to-noise ratios of 0 dB or higher. This parameter is quite high enough for measurements of 

speech intelligibility in conditions typical of acoustic examination of open-plan rooms (according to ISO 3382-3-2013). 

Fig. 5 shows experimentally obtained dependences of word intelligibility 𝑊 and STI index on integral signal-to-noise 

ratio.It follows from Fig. 5 that the situation 𝑆𝑁𝑅 ≈ 6 … 8 dB can be considered as a boundary between moderate and 

good intelligibility, since 𝑊 ≈ 0.9 and 𝑆𝑇𝐼 ≈ 0.6 are in this case [13], [14], [15]. 

 

COMPARISON OF MEASUREMENT RESULTS WITH THEORETICAL ESTIMATES 

Predictive assessments of speech intelligibility can be built using either computer simulation [12] or by calculations. 

The second approach is resource-saving as compared with the first one since it demands only analytical spectral models 

of speech signal and noise to be implemented. 
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a                                                                b 

Fig. 2 Waveform (a) and spectra (b) of signal and noise for SNR=1.12 dB 

 

 
a                                                                b 

Fig. 3 Waveform (a) and spectra (b) of signal and noise for SNR=5.76 dB 

 

 
a                                                                b 

Fig. 4 Waveform (a) and spectra (b) of signal and noise for SNR=12.66 dB 

It can be shown that if the speech signal model has the form of variance distribution 𝐷𝑠𝑘  over frequency bands (here 𝑘 

is the frequency band number) and the noise model has the form of variance distribution 𝐷𝑛𝑘 , then the partial signal-to-

noise ratios 𝐸𝑘  can be calculated using the expression 

𝐸𝑘 = 10 lg 𝐷𝑠𝑘 𝐷𝑛𝑘  + 10 lg 𝑆𝑁𝑅0 − 10 lg(
 𝐷𝑠𝑘

𝐾
𝑘=1

 𝐷𝑛𝑘
𝐾
𝑘=1

),                      (12) 

where 𝑆𝑁𝑅0 is expected signal-to-noise value. 

Table 1 shows an example of distribution 𝐷𝑠𝑘  [4] and distributions 𝐷𝑛𝑘  for 4 types of noise: white, pink, brown and 

typical for open-plan rooms. Fig. 6 presents results of predictive calculations of word intelligibility 𝑊 and STI values 

dependences on the expected signal-to-noise ratio 𝑆𝑁𝑅0 in the range of values 𝑆𝑁𝑅0 = 0 ... 20 dB. 
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Fig. 5 Dependences of word intelligibility 𝑊 and STI index on SNR 

 

Table -1 Primary distribution of speech and noise variances 

Parameters of frequency channels 

𝑓0𝑘  125 250 500 1000 2000 4000 8000 

∆𝑓𝑘  90 175 355 690 1400 2800 5270 

Parameters of white noise 

𝐷𝑛𝑘  0.130 0.254 0.514 1 2.029 4.058 7.638 

Parameters of pink noise 

𝐷𝑛𝑘  1.043 1.014 1.029 1 1.014 1.014 0.955 

Parameters of brown noise 

𝐷𝑛𝑘  8.348 4.058 2.058 1 0.507 0.254 0.119 

Parameters of typical noise interference 

𝐷𝑛𝑘  5.193 2.017 1.284 1 1.023 1.273 1.5471 

Parameters of long-term speech spectrum 

𝐷𝑠𝑘  0.146 2.846 3.642 1 0.361 0.181 0.096 

 

 
a                                                              b 

 
c                                                             d 

Fig. 6 Estimates of word intelligibility (a, b, c) and STI (d) 
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When comparing Figs 5 and 6, one can conclude that the measurement results are in good agreement with the predicted 

estimates. Indeed, in the case of STI estimates, situation 𝑆𝑁𝑅 ≈ 4 … 6 dB can be considered as a boundary between 

moderate and good intelligibility in almost all noise models considered. In the same boundary situation, predictive 

estimates of word intelligibility 𝑊 ≈ 0.9 correspond to 𝑆𝑁𝑅 ≈ 3 … 5 dB. The only exception is the brown noise model, 

for which boundary situation is 𝑆𝑁𝑅 ≈ 0 dB. Slight discrepancy between theoretical predictions and measured results 

can be explained by the difference between model spectra of noise interference and real noise.  

 

CONCLUSION 

Acoustic signal preprocessing algorithm for speech intelligibility measurement by formant or STI technique was 

proposed andits validity was tested on some examples.In addition, good agreement between the measurement and 

prediction results is shown. It was shown that applied threshold algorithm for detecting a noise-like signal against a 

noisy background reliably operates at signal-to-noise ratios of 0 dB or higher. In future, it will be reasonable try use 

more complicated cross-correlation processing algorithm for lower signal-to-noise ratios when detecting a noise-like 

signal. 
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