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ABSTRACT 

This paper explores the optimization of data transfer from Oracle to Hive using Apache Sqoop and Spark, 

focusing on common challenges such as empty directories, sticky bit issues, and data deduplication. Through 

detailed analysis and practical solutions, we aim to streamline the data migration process, enhance data integrity, 

and improve overall efficiency. The findings are supported by case studies and practical implementations, 

showcasing the potential for extended applications in big data environments. 
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INTRODUCTION  

In the realm of big data, Apache Sqoop, Spark, and Hive are pivotal tools that facilitate efficient data transfer and 

processing. 

A. What is Apache Sqoop: 

Sqoop is a framework for transferring data from/to hadoop (HDFS, HBase and Hive) to/from relational database 

management systems. It is a data import and export tool based on command-line interface. Sqoop offers 

parallelized data transfer for moving the data from source to destination as quickly as possible. Sqoop is used for 

importing data from relational databases such as MySQL, Oracle, PostgreSQL, etc to hadoop and export data from 

hadoop file system to relational databases using specialized connectors [1]. 

Sqoop Command for exporting data from oracle: 

sqoop import --connect jdbc:oracle:thin:@oracle.example.com:1521/ORACLE --username SQOOP --

password sqoop --table schema_name.table_name 

B. What is Apache Spark: 

Apache Spark is an open-source unified analytics engine for large-scale data processing, with built-in modules for 

streaming, SQL, machine learning, and graph processing. Spark's in-memory computation capabilities make it 

significantly faster than traditional disk-based processing frameworks like Hadoop MapReduce. Spark provides a 

comprehensive set of APIs centered around data processing and real-time stream processing, making it highly 

efficient and flexible for a variety of big data applications. 

C. What is Apache Hive: 

Apache Hive is a data warehouse infrastructure built on top of Hadoop for providing data summarization, query, 

and analysis. It allows SQL-like queries (HiveQL) to be executed on large datasets stored in HDFS, making it 

easier for users to manage and analyze big data without extensive programming knowledge. 

These tools, when integrated, provide a powerful solution for managing data migration and processing tasks, 

ensuring data integrity, and optimizing performance in big data environments. 

 

PROBLEM STATEMENT 

I work for an oil and gas company where we use Apache Sqoop and Spark for daily data loads from Oracle to 

MemSQL Database. Apache Hive serves as an external table [3] for the data copied through Sqoop and Spark 

utilities onto the MapR file system. We utilize Apache Spark to load tables that are smaller in size and have fewer 

columns, with record counts less than 500K. For tables with record counts exceeding 500K, we use Apache Sqoop 

because it handles parallelism efficiently for tables with millions of records. Each of these utilities creates a folder 

in Hive. 
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We encountered several issues during the data loads, including: 

A. Empty Directories: When a Sqoop job failed or even in case of non-failure, there were instances sqoop 

load resulted in an empty directory on the MapR file system, causing the corresponding table in MemSQL 

to be empty. 

B. Sticky Bit Issues: There were instances where the folders on the MapR file system had the sticky bit set, 

which also resulted in the tables being empty. 

C. Data Discrepancies: After upgrading our Oracle source system to an Exadata environment, the MapR file 

system began to contain more data than what was actually read from the source system, leading to 

inconsistencies. 

 

SOLUTION IMPLEMENTED 

After thorough analysis, the following solutions were implemented to address each of the reported issues. 

A. Empty Directories:  

When a Sqoop load completes successfully, all the data files for the table being loaded are present in the 

directory. Refer to the screenshot below: 

 

 
 

When a Sqoop load fails or other issues arise, the directory may become empty, as shown in the screenshot below: 

 

 
 

A shell script was created to run after the Sqoop loads. This script checks if any of the database directories are 

empty. If they are not empty, it then loops [5] through each table to verify whether it is empty. A consolidated 

report is generated and sent via email to identify any Sqoop exceptions. 
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Email notifications are sent to the support team to address any Sqoop exceptions that occur. The email specifies 

which tables within the database were not refreshed today based on the file count or the last modification time. If 

the last modification time is more than 24 hours old, it indicates that the table has not been refreshed. 

[1]. Sqoop Exception Email 

 
If there are no exceptions, it means that all tables have been successfully refreshed. 

[2]. Sqoop No Exception Email 

 
 

B. Sticky Bit Issues:  

Check if a folder has a sticky bit set. This can be done using the following shell command, which is 

included in the script to correct and fix it. If the sticky bit [5] is present, it is removed with the command 

shown below. 

[1]. Existence of sticky bit 

 

 
 

[2]. Code to remove sticky bit 

 

 
 

C. Data Discrepancies: 

After upgrading the Oracle source system to the Exadata version, the table in Hive began showing higher 

row counts than the source system table. To address this, a de-duplication process was implemented using 

the Hive command `INSERT OVERWRITE `[4] 
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In Hive, `INSERT OVERWRITE`[4] is a command that overwrites the existing data in a table or 

partition with the new data resulting from the query and the duplicates are removed by DISTINCT * in 

select clause. Please refer to the screen shot below: 

 

 
 

POTENTIAL EXTENDED USE CASES 

The solutions implemented to address issues in the data transfer process between Oracle and 

Hive using Apache Sqoop and Spark can be extended to various other scenarios: 
[1]. Cross-Industry Data Migration: The methodology can be applied to other industries such as finance, 

healthcare, and retail, where large-scale data migrations from relational databases to big data platforms are 

common. Similar scripts and error handling mechanisms can be adapted to ensure data integrity during 

migration. 

[2]. Real-time Data Processing: Implementing real-time data processing using Spark Streaming can enhance 

the system's ability to handle real-time data loads alongside batch processing. This extension would allow 

for continuous monitoring and real-time analytics, crucial for time-sensitive decision-making. 

[3]. Advanced Analytics and Machine Learning: The cleaned and deduplicated data in Hive can serve as a 

reliable source for machine learning models and advanced analytics. 

[4]. Cloud Migration: The process can be adapted for cloud environments, leveraging cloud storage solutions 

like AWS S3. Using cloud-based big data services such as Amazon EMR can further optimize the data 

processing pipeline. 

 

IMPACT 

[1]. Improved Data Integrity: By addressing empty directories and sticky bit issues, the integrity of data 

loaded into Hive and MemSQL is significantly enhanced. Consistent data ensures accurate analytics and 

reporting, crucial for business decisions. 

[2]. Operational Efficiency: Automated scripts and email notifications reduce manual intervention, allowing 

the support team to focus on critical issues. The system's reliability increases, reducing downtime and 

improving overall operational efficiency. 

[3]. Scalability: The ability to handle large datasets efficiently using Sqoop and Spark ensures the system can 

scale as data volumes grow. The framework is adaptable to new data sources and larger datasets, 

supporting the company’s future growth. 

[4]. Cost Savings: Reduced manual intervention and improved data integrity lead to cost savings by 

minimizing errors and operational overhead. Efficient data processing reduces resource utilization, further 

contributing to cost savings. 

 

SCOPE 

The scope of the current implementation includes - Automating the data transfer process from Oracle to Hive and 

MemSQL, ensuring regular and reliable data updates. Continuous monitoring and error handling through 

automated scripts and notifications. 

 

CONCLUSION 

The successful implementation of the described solutions for data transfer from Oracle to Hive using Apache 

Sqoop and Spark demonstrates a robust approach to managing big data workflows. By addressing issues such as 

empty directories, sticky bit problems, and data discrepancies, the process ensures data integrity, operational 

efficiency, and scalability. These solutions can be extended to various other use cases and industries, highlighting 

their versatility and effectiveness. Future enhancements could include real-time data processing and cloud 

integration, further optimizing the data pipeline and supporting advanced analytics initiatives. 
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