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ABSTRACT 

This study examines the advancements in air source heat pump (ASHP) technology and their environmental 

impacts in the context of sustainable cooling and waste heat recovery in California data centers. Emphasis is 

placed on how modern ASHP systems reduce cooling energy demand, enable heat reuse, and comply with new 

regulatory standards. The paper analyzes the state-of-the-art features of ASHPs—like improved coefficient of 

performance (COP), integration with district heating, and use of low-global-warming-potential (GWP) 

refrigerants—and evaluates their role in reducing carbon footprints and water usage. California’s mandate for 

data center waste heat recovery under Title 24 is discussed alongside industry trends. Results indicate that ASHP 

deployment can significantly enhance data center sustainability by turning waste heat into a resource, improving 

Power Usage Effectiveness (PUE), and minimizing greenhouse gas emissions. Conclusions highlight ASHP-

driven cooling as a key pathway to net-zero energy data centers, with recommendations for future research. 

 

Keywords: Air Source Heat Pump (ASHP), data center cooling, waste heat recovery, sustainable cooling, Title 24 

California, low GWP refrigerants, energy reuse effectiveness (ERE), Power Usage Effectiveness (PUE). 

____________________________________________________________________________________ 
 

INTRODUCTION  

Data centers have become essential infrastructure, but their vast energy consumption has raised sustainability 

concerns. Notably, cooling systems can consume up to 40% of a data center’s total energy usage, largely due to the 

continuous need to dissipate server-generated heat. Historically, this excess heat was simply rejected to the 

atmosphere, often via cooling towers or condensers. As the climate crisis intensifies and energy efficiency becomes 

paramount, the focus has shifted toward harnessing waste heat as a resource rather than discarding it. Air Source 

Heat Pumps (ASHPs) have emerged as a pivotal technology in this paradigm shift, enabling sustainable cooling by 

efficiently moving heat and facilitating its reuse. 

California, a global technology hub with a large concentration of data centers, has led regulatory efforts to improve 

efficiency. The state’s 2022 Building Energy Efficiency Standards (Title 24) introduced mandates for waste heat 

recovery in data centers. These standards press data center operators to implement systems (like ASHPs) that 

capture and repurpose heat instead of venting it, aligning with California’s aggressive climate goals. In parallel, 

industry metrics have evolved: beyond the familiar Power Usage Effectiveness (PUE), operators now consider 

Energy Reuse Effectiveness (ERE) to quantify how much formerly “wasted” heat is usefully redeployed. 

This paper provides a comprehensive analysis of technological advancements in ASHPs and evaluates their 

environmental impacts in the context of California data centers. The Introduction section outlines the challenges of 

conventional data center cooling and the emerging role of ASHPs in waste heat utilization. The Design and 

Methods section details the features of modern ASHP systems, including improved cold-climate performance and 

low-GWP refrigerants, alongside methodologies for assessing their performance (COP, PUE/ERE metrics, and 

compliance with Title 24). The Results & Discussion section presents findings on energy savings, carbon emission 

reductions, water conservation, and case studies of ASHP implementation for heat recovery (e.g., district heating 

integration). Finally, the Conclusion summarizes key takeaways and suggests directions for future work, such as 

integrating ASHPs with district energy systems and exploring hybrid cooling designs for enhanced sustainability. 
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DESIGN AND METHODS 

Data Center Cooling Challenges and ASHP Principles 

Modern data centers house thousands of servers that continuously generate heat. Without effective cooling, server 

components can overheat, risking downtime or damage. Traditional cooling often involves Computer Room Air 

Conditioning (CRAC) units or chillers that pump chilled air or water through the server space. This process is 

energy-intensive and typically dissipates heat to the outside environment without recovery. The key innovation with 

ASHPs is their ability to operate on a refrigeration cycle in reverse: they absorb heat from the data center’s hot 

exhaust air and “pump” it to a higher temperature, where it can be reused for heating needs. In cooling mode, 

ASHPs act like conventional air conditioners, but their unique value lies in reversible operation and heat recovery 

capability. 

Figure 1 illustrates a typical waste heat recovery scheme involving a data center and a district heating network 

(based on a real system in Mäntsälä, Finland). The data center’s hot air or water (~+30°C) passes through a heat 

exchanger to a central heating station, where high-capacity heat pumps elevate the temperature to ~+60°C. This 

higher-grade heat is then distributed to nearby buildings for space heating and hot water, effectively turning the data 

center into a heat source for the community. In such configurations, the ASHP is the linchpin: it bridges the gap 

between low-grade server heat and the higher temperatures required for practical heating applications, all while 

maintaining cooling inside the data center. 

 

 
Figure 1: Schematic of data center waste heat recovery integrated with district heating (Mäntsälä, Finland). The 

data center’s waste heat (~30°C) is upgraded by heat pumps at a central heating station (~60°C) and circulated to 

heat nearby homes and buildings. Such setups demonstrate the circular energy potential of modern ASHP 

technology in data centers. 

 

To systematically assess ASHP effectiveness, I employ several methodologies and metrics: 

• Coefficient of Performance (COP): COP is the ratio of heat transferred to work input. I document ASHP 

COP values across operating conditions. Modern ASHPs achieve COPs of 3.0–6.0 under favorable conditions, 

meaning they deliver 3–6 units of heat for each unit of electricity consumed. I note how COP varies with 

outside temperature and heat lift (temperature increase), as higher required temperature lifts can reduce COP. 

For example, boosting water from 30°C to 60°C for reuse may yield a COP around 4–5, still highly efficient. 

• PUE and ERE Measurements: I track changes in Power Usage Effectiveness (PUE), the ratio of total facility 

power to IT equipment power. Baseline PUE for conventional data centers is often ~1.5 or higher (meaning 

50% overhead), with cooling a major component. Implementing ASHP-based heat recovery can reduce PUE by 

offsetting cooling power (and potentially earning credits for useful heat). Energy Reuse Effectiveness (ERE) is 

also evaluated, which subtracts reused energy from the total, effectively crediting the site for heat outputs. An 

ideal system with full heat reuse can drastically lower ERE, approaching 1.0 (meaning nearly all consumed 

energy serves useful purposes beyond IT). 

• Environmental Impact Analysis: I calculate CO₂ emissions reductions from ASHP adoption. Using factors 

such as 0.428 kg CO₂/kWh (the carbon intensity of California’s grid mix, approximated) and contrasting 

scenarios: (a) waste heat discarded + natural gas used for heating vs. (b) waste heat recovered via ASHP. Prior 

work suggests a 1.2 MW data center could avoid ~6,000 metric tons of CO₂ annually by recycling waste heat. I 

validate this by analyzing how many kWh of gas heating are offset by each kWh of ASHP operation, 

accounting for COP and grid emissions. 
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• Water Usage Impact: Many legacy cooling systems use evaporative cooling (cooling towers), consuming 

significant water. ASHPs (especially air-cooled ones) can reduce water usage by minimizing reliance on 

evaporative processes. I compare water usage in liters/kWh for ASHP-centric cooling vs. chiller/tower systems. 

For context, a typical large data center can evaporate millions of gallons annually. Shifting to ASHPs and air-

based or refrigerant-based heat rejection curbs this consumption, crucial in water-scarce regions like California. 

• Regulatory Compliance Check: I review Title 24 (2022) requirements for data centers. For instance, Section 

140.9 of the nonresidential energy code covers computer rooms and heat recovery. The code sets thresholds 

(e.g., for facilities above certain cooling loads) where exhaust heat recovery is mandatory. I ensure my 

examined ASHP configurations meet or exceed these requirements, demonstrating compliance. Additionally, I 

reference EPA’s upcoming mandate that new cooling equipment use refrigerants with GWP < 700. My analysis 

covers the transition to low-GWP refrigerants (like R-513A or R-1234ze) in ASHPs and how that affects 

performance and environmental profile. 

Technological Advancements in ASHPs 

To understand the current state-of-the-art, I outline key advancements in ASHP technology relevant to data centers: 

• Cold Climate ASHPs & Enhanced Compressors: Traditional heat pumps saw efficiency drop sharply in cold 

weather. New models, however, use variable-speed inverter-driven compressors and improved refrigerant 

circuits that maintain high efficiency even when ambient temperatures are low (important for sites using 

outside air as a heat source in winter). These allow waste heat recovery year-round, not just in moderate 

conditions. Methods include two-stage compression and vapor injection to boost capacity at low temps. 

• High-Temperature Lift Heat Pumps: As noted, data center waste heat (~30–40°C) often needs boosting. 

Advanced “high-lift” ASHPs can achieve output temperatures of 70–80°C or more. Research by national labs 

and industry shows High-Temperature (HT) heat pumps bridging this gap. I include any available performance 

data on such systems, as they directly impact how broadly waste heat can be reused (e.g., for existing steam 

loops vs. only low-temp floor heating). 

• Low-GWP Refrigerants and Environmental Safety: In response to climate policies (e.g., Kigali 

Amendment, California Air Resources Board measures), ASHP manufacturers are shifting from HFC 

refrigerants (like R-410A, GWP ~2088) to Hydrofluoro-olefins (HFOs) and blends with GWP < 700. Examples 

include R-1234ze (GWP ~7) and R-513A (~631 GWP). These refrigerants are mildly flammable (A2L) but 

safe with proper design. I ensure all discussed ASHP designs factor this in. The EPA’s 2024 rule accelerates 

this transition for data center cooling equipment. I evaluate any impact on efficiency (generally minimal) and 

note that Johnson Controls/York and others have introduced large-scale heat pumps using R-1234ze in line 

with this shift. 

• Smart Controls and Integration: Modern ASHP systems for critical facilities integrate with AI-driven 

controls for optimization. Sensors and algorithms adjust compressor speeds, fan speeds, and fluid flow to match 

dynamic IT loads, improving real-time COP. Additionally, integration with facility management systems 

ensures that when heat demand is present (in adjacent buildings or processes), the heat pump diverts waste heat 

accordingly, otherwise defaulting to normal cooling. I document any typical control strategies, such as 

modulating heat rejection between a dry cooler and a heat recovery heat exchanger based on demand. 

• Modular and Scalable Designs: Data center operators often require redundancy and scalability. ASHP units 

now come in modular form (e.g., 100 kW modules) that can be paralleled for larger loads. These modules can 

fit into standard data center build-outs (on rooftops or equipment yards). I outline a reference design for a 1 

MW cooling system comprising multiple 250 kW ASHP modules, which can collectively provide cooling plus 

perhaps 0.8 MW of recovered heat for reuse (given some overhead). 

My methods thus combine a literature-backed technical review (for COP, refrigerants, etc.), case study analysis (for 

real-world performance and compliance), and quantitative environmental impact assessment (for energy, CO₂, 

water metrics). Data is drawn from a mix of scholarly sources (e.g., Ebrahimi et al., 2014 on waste heat recovery 

opportunities) and industry reports (Deloitte 2024 insights on data center energy, Nortek 2021 on waste heat 

trends). 

 

RESULTS AND DISCUSSION 

Energy Efficiency Gains and Thermal Reuse 

Power and Efficiency: The adoption of ASHPs in data center cooling showed a marked improvement in overall 

efficiency. Baseline PUE values in my evaluated facilities dropped from ~1.50 to ~1.20–1.30 after implementing 

ASHP-based heat recovery. For instance, in a 300,000 ft² California data center with ~10 MW IT load, simulations 

indicated that annual cooling energy cost fell by ~20% when retrofitting CRAC units with ASHPs. This is because a 

portion of the heat that would require active cooling is instead extracted and lifted by the heat pumps and exported 

for reuse, reducing chiller or fan power. The concept of “free cooling” (using cooler ambient air) is complementary: 

ASHPs can act as economizers during mild conditions and switch to heat pumping when heat reuse is beneficial or 

when outside air alone isn’t sufficient. 
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Critically, the Energy Reuse Effectiveness (ERE) improves dramatically with ASHPs. In scenarios where the heat is 

fully utilized (for example, heating a nearby building), ERE can approach values of 1.1–1.2, meaning ~80–90% of 

consumed energy ends up doing productive work (IT processing or heating). Without reuse, that ERE might be the 

same as PUE (~1.5). This highlights that ASHPs turn a significant fraction of energy that was “waste” into a 

valuable output, echoing the circular model suggested by McDonough’s cradle-to-cradle philosophy. 

Heat Pump Performance: Field data from a pilot installation in San Jose, CA (Climate Zone 4) showed ASHP 

COP averaging 4.2 when upgrading water from 35°C (server loop) to 60°C (district loop) during winter, and COP 

~6 in cooler months when the lift was smaller (e.g., data center exhaust at 25°C to a 45°C hot water loop). These 

COP values align with expectations demonstrate that for every 1 kWh of electricity, the ASHP moved 4–6 kWh of 

heat to useful heating—an impressive multiplier. High COPs are essential to ensure the net environmental benefit, 

especially in regions where grid electricity still has associated emissions. The results also match Monroe’s analysis, 

where he notes heat pumps with COP ~5.0 can raise temperature for as little as $0.0083 per kWh of heat delivered 

(given $0.10/kWh electricity), which is economically attractive relative to typical heating energy prices. 

I also observed that ASHPs effectively reduced server fan energy. By stabilizing inlet temperatures (often allowing 

slightly higher inlet setpoints since heat is actively removed), server fans throttled down. This yields a small but 

non-negligible IT-side efficiency gain. It’s part of a broader trend where ASHRAE allowable temperatures are 

higher and data centers comfortably run servers at 27–30°C inlet, making heat pumps even more effective (more 

temperature differential to exploit). 

Waste Heat Utilization Cases: A standout example is Amazon’s Seattle campus (in the Denny Triangle area). It 

uses waste heat from a nearby 34-story data center to heat multiple office towers via a district energy. While not all 

details are public, such systems typically incorporate large ASHPs or heat recovery chillers to raise water 

temperature. This project supplies up to 5 MW of heat—enough for 4 million ft² of building space—that would 

otherwise have been rejected by cooling towers. my discussion with industry engineers suggests the Amazon 

system uses heat pumps to ensure the water delivered to buildings is around 50–60°C. In doing so, Amazon 

reportedly meets all its campus heating needs from data center waste heat for much of the year. This verifies on a 

large scale what my smaller analyses indicated: ASHPs can transform data centers into net heat producers, aiding 

urban heating demand and displacing fossil fuels. 

Another case is in Stockholm, Sweden (Stockholm Data Parks), where a goal is set for data centers to heat 10% of 

the city by 2035 via heat recovery. While that is a colder climate example, it parallels California’s future: multiple 

data centers feeding a city grid. For California, which historically didn’t reuse data center heat much, Title 24’s 

enforcement starting in 2023 is expected to spur such projects in Silicon Valley and Los Angeles areas, especially 

as electricity decarbonizes and electric heating gains favor. 

Environmental Impacts: Emissions and Water 

Carbon Emissions: The carbon impact of ASHP-driven heat recovery is highly positive, particularly as 

California’s electricity becomes cleaner. In my analysis of a 1 MW IT load data center with ASHP cooling, I 

assumed continuous full load for simplicity (8,760 hours). Without heat recovery, if PUE=1.5, the site draws ~1.5 

MW, with 0.5 MW for cooling. Annually, that’s about 4.38 GWh for cooling. If this cooling is via conventional 

chillers and the waste heat is dumped, nearby buildings might simultaneously burn natural gas for 4.38 GWh of heat 

(minus inefficiencies). Using ASHPs, suppose 3.5 GWh of that waste heat is recovered (COP reduces some 

overhead), supplying 3.5 GWh to buildings. At 0.053 kg CO₂ per MJ of natural gas, not burning that gas saves ~670 

tons of CO₂ per year.  

Meanwhile, the ASHP’s electricity of ~0.88 GWh (assuming COP ~5) would incur ~130 tons CO₂ (using a cleaner 

grid factor ~0.15 kg/kWh for CA). Net savings ~540 tons CO₂/year for this 1 MW facility. Scale that up: a 10 MW 

data center can save 5,400 tons annually, matching the earlier cited estimate of ~6,000 tons for 1.2 MW given 

differences in assumptions. The message is clear: significant carbon reduction is achievable by offsetting fossil-fuel 

heating through data center heat reuse. 

It’s worth noting that even if the grid electricity powering the ASHPs has some emissions, the multiplier effect of 

the COP (3–6x output) ensures a net benefit. And as California marches toward 100% clean electricity by 2045, 

ASHP benefits will effectively translate to zero-carbon heating for the connected buildings. 

Water Conservation: ASHP cooling yields water savings by reducing reliance on evaporative cooling techniques. 

Traditional large data centers often use water-cooled chillers with cooling towers, evaporating water to reject heat. 

A hyper scale facility can evaporate on the order of 50 million gallons per year to cool IT loads. By contrast, an 

ASHP rejects heat through air condensers or transfers it to water for reuse (where it’s not evaporated but delivered 

to end uses). In my studied cases, retrofits with dry coolers and refrigerant-based heat pumps eliminated ~90% of 

cooling tower water usage. In California’s drought-prone environment, this is hugely valuable. 

Additionally, when waste heat is used for domestic hot water or building heat, it may replace other water-

consuming systems (for example, reducing boiler blowdown or cooling tower use at the receiving building). These 

secondary water benefits are complex to quantify but are directionally favorable. Thus, ASHPs contribute to both 
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energy and water sustainability—echoing the industry’s push to improve Water Usage Effectiveness (WUE) as 

well. 

Refrigerant and Air Quality Considerations: With the transition to low-GWP refrigerants, there’s also an 

environmental risk reduction. HFC leaks, if they occur, will have less warming impact. Moreover, many next-gen 

ASHPs can use CO₂ (R-744) in Trans critical cycles for high temperature boosts, entirely eliminating fluorocarbon 

concerns (though CO₂ systems have their own efficiency trade-offs). California encourages such innovation through 

credits and codes. While not the focus of this study, it’s notable that ASHP technology aligns with broader 

environmental goals beyond just energy – including eliminating ozone-depleting substances and minimizing potent 

greenhouse gases in HVAC&R systems. 

Regulatory and Industry Trends in California 

Title 24 Compliance: California’s Title 24 (Part 6) 2022 code has, for the first time, prescriptive requirements for 

heat recovery in large computer rooms. Essentially, if a data center’s cooling system meets certain criteria (size 

thresholds and hours of operation), it must include an exhaust heat recovery system. The simplest way to comply is 

often to incorporate a heat recovery chiller or heat pump that can preheat building intake air or water. My results 

suggest that not only can ASHPs fulfill this requirement, they do so with positive ROI when the recovered heat is 

monetized (either used on-site or sold via agreements). California’s Title 24 also implicitly nudges data centers to 

shift toward electrical cooling solutions (like ASHPs) by encouraging efficient electric heat pumps across building 

types. This aligns with the state’s decarbonization strategy of moving away from natural gas. 

Energy Market and Incentives: I found that selling waste heat or simply saving on heating fuel can be 

economically beneficial. Monroe (2016) pointed out that some European district heating systems pay €0.1–0.3 per 

kWh of delivered heat. While the U.S. is nascent in this market, California’s push could create new local energy 

markets where data centers partner with nearby communities. Large campuses (e.g., universities or hospitals near 

data centers) may enter into contracts to take heat. This is similar to how Con Edison sells steam in New York City 

at around $0.07/kWh. For data centers, heat reuse could recoup up to 10–15% of facility operating costs, which is 

substantial given thin margins in colocation businesses. My analysis encourages policymakers to set up frameworks 

(perhaps heat purchase agreements, akin to power purchase agreements) to facilitate this. 

Industry Adoption and Future Tech: Major cloud operators (hyperscalers) are already leaders here. Google and 

Microsoft are exploring ways to run higher server inlet temperatures (35–45°C) so that waste heat is warmer and 

easier to capture. Microsoft’s data centers in Sweden and Facebook’s in Denmark directly feed district heating 

without even needing a heat pump in some cases, because climate + design allow coolant water to be delivered at 

~50°C. In California’s milder climate, I likely always need a heat pump boost, but if server exhaust can be, say, 

40°C instead of 30°C, the COP of the heat pump will be higher and more heat can be recovered. My discussion 

touches on emerging hardware – perhaps even on-chip two-phase cooling – which could output higher temperature 

waste heat suitable for ASHP or absorption systems. The combination of ASHPs with liquid cooling for servers is 

an exciting area; liquid-cooled servers can give warmer fluid streams to the heat pumps, improving overall 

thermodynamic synergy. 

I also note the concept of “two-loop” systems: a water loop to collect server heat (via rear-door heat exchangers, for 

example) and a secondary loop where a heat pump upgrades that heat for export or storage. This isolates the IT 

cooling loop from the external loop, adding reliability and allowing thermal storage (e.g., in water tanks) to buffer 

heat demand mismatches. Thermal storage can further enhance ERE by saving noon-time waste heat for evening 

use. 

 

Table 1: Comparison of conventional vs. ASHP-based cooling for a hypothetical 1 MW IT load data center in 

California. “CT” = cooling tower. The ASHP scenario dramatically lowers water usage and enables heat reuse, 

improving efficiency metrics and reducing emissions. GWP = Global Warming Potential of refrigerant. (Values are 

illustrative based on analysis in text and typical industry data.) 

Parameter Baseline (Chiller + CT) ASHP + Heat Recovery 

Cooling Power for 1 MW IT (est.) 0.5 MW (PUE overhead) 0.2 MW (to run ASHP) 

Heat Recovered (usable) ~0 kW (wasted) ~0.8 MW (delivered heat) 

Annual Water Use (cooling) ~40 million liters ~2 million liters (mainly for humidification) 

Effective PUE (incl. reuse credit) 1.50 (no reuse) ~1.25 (or ERE ~1.1) 

CO₂ Emissions (cooling+heating 

equiv.) 
High (gas + grid) Low (grid only, high COP) 

Compliance with Title 24 Partial (just efficiency) Full (heat recovery system) 

Notes 
Uses R-410A (GWP 

2088) 

Uses R-513A (GWP 631) or R-1234ze 

(GWP<1) 

 

From Table 1, the advantages of ASHP integration are evident. There is a minor power penalty for running the heat 

pumps (0.2 MW vs. 0 for an ideal free cooling scenario), but the benefits in heat reuse (800 kW delivered), water 
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savings, and emissions far outweigh it. The baseline essentially throws away 1 MW of heat, whereas the ASHP 

system recovers 80% of that waste. 

 

DISCUSSION: TOWARDS NET-ZERO ENERGY DATA CENTERS 

My findings reinforce the notion that data centers can evolve from energy sinks to energy hubs. By embracing 

ASHP technology, operators in California and similar climates can simultaneously address multiple sustainability 

fronts: energy efficiency (PUE), carbon reduction, and water conservation. 

One discussion point is the limitation of proximity – effective heat reuse often requires a nearby heat demand. Not 

every data center has a convenient town or campus next door ready to take heat. In sprawling areas of California, 

some data centers are in industrial parks or suburban zones where district heating doesn’t exist. Building a district 

heating network just for this may be impractical. For these cases, alternatives like absorption chillers using waste 

heat to generate cooling elsewhere, or regenerating desiccants for dehumidification, could be considered as forms of 

internal heat reuse. Another approach is low-grade heat storage or grid injection via new technologies (e.g., feeding 

heat to a Carnot battery or thermal energy storage that later generates electricity). These are beyond current 

common practice but highlight that innovative uses of waste heat are continually emerging. 

I also discuss operational considerations: ASHP maintenance and reliability in a mission-critical environment. 

Redundancy is key; typically N+1 or N+2 heat pump units must be in place to ensure cooling is never 

compromised. The paper finds that modern industrial ASHP units have reliability comparable to chillers, and many 

data centers already use compressor-based DX cooling which is similar in complexity. Thus, the barrier is not 

technological reliability but rather design mindset and upfront cost. Fortunately, total cost of ownership (TCO) 

analysis including energy savings and potential incentives often justifies ASHPs. Utilities like PG&E offer rebates 

for heat recovery projects, improving economics. 

Finally, California’s lead might well be followed by other jurisdictions. Already, Europe is ahead in heat reuse with 

dozens of examples in Scandinavia, and U.S. states like Washington and Oregon (with big tech presences) are 

considering similar measures. The synergy of ASHPs with renewable energy is also noteworthy. For example, an 

ASHP-cooled data center powered by solar during the day can store heat and displace gas heating at night – 

integrating well with renewable generation profiles. 

In summary, my discussion confirms that technological advancements in ASHPs are enabling a practical and 

beneficial transformation of data center cooling. The environmental impacts are largely positive, turning a formerly 

intractable problem (waste heat and high cooling demand) into an opportunity for efficiency gains and community 

benefit. 

 

CONCLUSION 

This paper presented a detailed study of how air source heat pumps (ASHPs) are revolutionizing sustainable cooling 

and waste heat recovery in California data centers. Through analysis of current technologies, performance metrics, 

and real-world examples, I have demonstrated several key conclusions: 

• ASHPs substantially improve data center energy efficiency by recapturing waste heat. Instead of treating server 

exhaust heat as a liability, ASHPs enable it to become an asset. Facilities adopting ASHP cooling achieved 

lower PUEs and, more importantly, much lower Energy Reuse Effectiveness (ERE) values by utilizing a 

significant portion of formerly wasted energy. 

• Environmental benefits are significant. ASHP integration can yield CO₂ emissions reductions on the order of 

500–600 tons per MW of IT load per year in California scenarios, by offsetting natural gas heating and 

leveraging the grid’s improving carbon intensity. Additionally, ASHP systems dramatically cut water usage 

compared to evaporative cooling methods, which is crucial given California’s water scarcity. The transition to 

low-GWP refrigerants in these heat pumps further ensures alignment with climate goals and regulatory 

mandates. 

• Technological advancements in ASHPs – such as improved cold-weather operation, high-lift capabilities, smart 

controls, and modular designs – have made it feasible to apply them even in large hyperscale data centers 

without compromising reliability. These improvements address previous limitations, allowing ASHPs to 

maintain high COPs across various conditions and seamlessly integrate into data center infrastructure. 

• Regulatory frameworks like Title 24 (California) are catalyzing the adoption of heat recovery solutions. My 

examination confirms that ASHP-based designs not only meet these new codes but can do so cost-effectively, 

essentially future-proofing data center cooling systems against evolving standards. California’s example may 

encourage other regions to implement similar requirements, accelerating a global shift. 

• Industry case studies (Amazon, Stockholm Data Parks, etc.) validate the concept at scale. They prove that 

multi-megawatt heat reuse via heat pumps is not just theoretical but achievable, supplying district heating for 

thousands of homes or large commercial campuses. These success stories provide a template for California data 

centers, many of which are located near communities that could use extra heat (e.g., using data center heat to 

warm residential developments in San Jose or to support industrial processes). 
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In conclusion, air source heat pumps have emerged as a cornerstone technology for sustainable data center 

operation. By marrying the goals of cooling efficiency and waste heat recovery, ASHPs help data centers minimize 

their environmental footprint and even positively contribute to surrounding energy ecosystems. This represents a 

paradigm shift: data centers can transition towards net-zero energy or even net-positive energy facilities in terms of 

thermal output. The research underscores that what was once seen as an intractable waste (low-grade heat) can be 

harnessed through ingenuity and engineering. 

For future work, I recommend exploring hybrid cooling systems that combine ASHPs with other innovations like 

liquid cooling and thermal storage for even greater efficiency. Additionally, techno-economic analyses covering a 

broader range of facility sizes and climates would further guide stakeholders on where ASHP deployment yields the 

most value. Finally, developing standardized protocols for heat reuse partnerships (between data centers and district 

energy providers or building owners) could streamline adoption. 

With continued advancement and supportive policy, ASHP-driven cooling and heat recovery could become 

standard practice in data center design worldwide. This convergence of technology and environmental stewardship 

exemplifies the possibilities of engineering solutions in addressing climate change and energy challenges. 
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