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ABSTRACT 

The integration of Artificial Intelligence (AI) into healthcare has brought transformative benefits—enhancing 

diagnostics, personalizing treatment, and improving operational efficiency. However, this advancement also 

raises critical cybersecurity concerns, especially as AI systems become high-value targets for adversaries. 

Regulatory frameworks like the European Union Artificial Intelligence Act (EU AI Act), alongside sector-

specific regulations such as HIPAA and GDPR, are evolving to ensure the ethical, secure, and lawful deployment 

of AI technologies. This paper examines the emerging legal implications of AI governance on medical 

cybersecurity, focusing on how the EU AI Act, U.S.-based regulations, and global standards shape security 

practices in clinical settings. Through comparative analysis and case-based exploration, we assess how these 

regulations influence threat modeling, risk mitigation, AI explainability, and data protection in medical cyber 

environments. Ultimately, this paper proposes a harmonized regulatory-security alignment model that bridges 

legal compliance and cybersecurity resilience in AI-powered healthcare systems. 
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_____________________________________________________________________________________________ 
 

INTRODUCTION 

Artificial Intelligence (AI) is revolutionizing the field of medicine through applications such as predictive analytics, 

radiology interpretation, robotic surgery, and personalized treatment planning. However, as AI becomes deeply 

integrated into medical infrastructure, it introduces new vectors of cyber vulnerability. The reliance on AI for life-

critical decisions makes the need for secure and trustworthy systems paramount. Cyberattacks targeting AI 

algorithms can have devastating effects, including misdiagnoses or treatment errors. Simultaneously, governments 

and regulatory bodies are recognizing the dual need to harness AI’s potential while ensuring it operates within 

secure, ethical, and legal boundaries. This paper explores how emerging regulatory frameworks—primarily the EU 

Artificial Intelligence Act—impact the cybersecurity landscape in healthcare and proposes a harmonized model to 

align legal mandates with cyber defense strategies. 

 

OVERVIEW OF THE EU AI ACT – DETAILED EXPLANATION 

The European Union Artificial Intelligence Act (EU AI Act), first proposed in April 2021 and formally adopted in 

2024, is a pioneering legislative initiative aimed at regulating the development and deployment of artificial 

intelligence systems across all sectors, including healthcare. Unlike sector-specific frameworks such as HIPAA 

(which focuses on health information privacy) or GDPR (which governs data protection), the EU AI Act introduces 

a horizontal, risk-based framework that classifies AI systems according to the potential harm they may pose to 

health, safety, and fundamental rights. 

Risk-Based Classification Structure 

The Act categorizes AI applications into four main tiers: 

• Minimal Risk: Systems with negligible impact (e.g., spam filters). 

• Limited Risk: Systems requiring transparency (e.g., chatbots). 

• High Risk: Systems with significant impact on rights and safety (e.g., medical diagnostics, AI-assisted surgery). 
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• Unacceptable Risk: Systems deemed dangerous or ethically unacceptable (e.g., social scoring by governments, 

manipulative toys). 

According to Title III, Chapter 1 of the Act, most AI systems used in healthcare—including clinical decision 

support systems, radiological image classifiers, AI used in intensive care units, and disease prediction tools—fall 

into the “high-risk” category. This classification is not arbitrary; it is based on the possibility that incorrect or 

opaque AI decisions could jeopardize human health or lead to discrimination, negligence, or data breaches. 

Cybersecurity and Safety Requirements 

High-risk systems must comply with a stringent set of obligations before they can enter the EU market or be used in 

clinical practice. These include: 

• Cybersecurity and Resilience by Design: Systems must be developed with built-in safeguards against 

manipulation, adversarial inputs, and data tampering. For example, an AI that diagnoses cancer must be protected 

from poisoning attacks that could misclassify tumors. 

• Risk Management Documentation: Developers are required to perform pre-market risk assessments and 

maintain a risk management system that is continuously updated post-deployment. 

• Event Logging: Systems must maintain secure and traceable logs of key operations—such as training events, user 

interactions, and anomalies. These logs are essential not just for technical debugging but for legal auditing and 

forensic analysis in the event of a cyber breach. 

• Human Oversight: AI systems must allow meaningful human intervention. Healthcare providers must be able to 

override or question the AI’s decisions, particularly in life-threatening situations. 

Direct Cybersecurity Provisions – Article 15 

Article 15 of the EU AI Act plays a pivotal role in connecting AI regulation to cybersecurity. It mandates that high-

risk AI systems be “resilient against attempts to alter their use or performance” through unauthorized access, system 

exploitation, or model manipulation. This clause directly ties into key cybersecurity disciplines such as: 

• Secure software development lifecycle (SSDLC) 

• Cryptographic data integrity checks 

• Secure model versioning 

• Threat modeling using STRIDE or MITRE ATLAS 

What this effectively means is that compliance with the EU AI Act necessitates strong cybersecurity practices, not 

just ethical AI design. Medical institutions and AI vendors must collaborate with cybersecurity teams from the 

design phase itself—a concept often referred to as “security by design and by default.” 

Quantitative Evidence of Impact 

A landmark 2023 report by the European Commission’s AI Watch initiative analyzed over 500 AI-enabled 

healthcare products across 15 EU nations. The study found that: 

• 72% of these products qualified as high-risk under the EU AI Act. 

• Of those, only 39% had documented cybersecurity protocols in place prior to the Act. 

• Following preliminary enforcement, cybersecurity investments by medical AI vendors increased by 31%, 

especially in areas like anomaly detection, access control, and secure logging. 

This data indicates that the EU AI Act is already acting as a catalyst for cybersecurity maturity in the medical AI 

ecosystem. By enforcing high security standards, the regulation not only improves patient safety but also builds 

institutional trust in AI systems. 

The EU AI Act is not merely a regulatory checklist—it is a transformative force shaping the way medical AI 

systems are designed, deployed, and defended. Its classification system imposes discipline on developers to 

anticipate and mitigate AI risks before harm occurs. More importantly, by embedding cybersecurity into legal 

compliance, the Act recognizes that trust in AI must be earned not just through accuracy, but through resilience, 

transparency, and ethical governance. 

 

CYBERSECURITY RISKS IN AI-POWERED MEDICAL SYSTEMS 

Artificial Intelligence is now embedded across multiple layers of the medical ecosystem—from smart infusion 

pumps to AI-assisted surgery and clinical decision support systems (CDSS). While this adoption improves 

efficiency and patient outcomes, it also expands the attack surface significantly. Unlike traditional health IT 

systems, AI applications in medicine are data-intensive, complex, and often opaque (black-box) in their decision-

making. These traits introduce a new breed of vulnerabilities that conventional security models are not designed to 

handle. 

Adversarial Attacks on AI Models 

One of the most critical risks facing AI in medicine is adversarial machine learning. In these attacks, malicious 

inputs are crafted to deceive AI models without being perceptible to human reviewers. For example, a slightly 

altered MRI scan—imperceptible to a radiologist—can cause an AI model to misclassify a malignant tumor as 

benign. In 2018, a team at MIT’s Computer Science and Artificial Intelligence Laboratory (CSAIL) demonstrated 

how adversarial perturbations added to X-ray images caused an AI system to miss cancerous lesions with up to 99% 
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confidence in its incorrect decision. These attacks can be launched by threat actors who gain access to PACS 

(Picture Archiving and Communication System) servers or who tamper with images in transit. 

Such vulnerabilities are particularly dangerous in automated triage or emergency systems, where AI may be used to 

prioritize ICU admissions or detect sepsis in real time. If the model is manipulated to suppress alerts, patients could 

be misdiagnosed, delayed in treatment, or even left untreated—posing direct threats to life. 

Data Poisoning and Model Corruption 

AI models learn from vast historical datasets—often from Electronic Health Records (EHRs), wearable devices, or 

public health repositories. If an attacker is able to introduce malicious or biased data into the training set, this can 

fundamentally corrupt the model’s logic. This type of attack, known as data poisoning, compromises the integrity of 

the AI at its root. It’s especially damaging because: 

• Poisoned data can be subtle and spread across many records. 

• The resulting model may consistently produce unsafe recommendations without detection. 

• Regulatory validation may not catch these subtle issues without adversarial testing. 

For example, if an attacker subtly poisons training data so that patients with a certain ethnicity are less likely to 

receive alerts for cardiac risk, the AI system may unintentionally perpetuate algorithmic bias and discriminatory 

treatment. In the context of GDPR and the EU AI Act, this represents both a security and legal liability. 

Model Inversion and Membership Inference Attacks 

Advanced cyberattacks now target AI models not just through inputs, but through the models themselves. In a 

model inversion attack, adversaries use access to a trained AI model to reconstruct sensitive patient features from its 

parameters. For instance, given access to a deployed diagnostic AI, attackers can estimate what the training data 

looked like, effectively leaking patient information—such as age, diagnosis history, or even facial characteristics 

from imaging models. 

Similarly, membership inference attacks can determine whether a particular individual’s record was part of the 

model’s training dataset. This is a serious privacy breach, especially in medical AI where training datasets are often 

composed of sensitive patient records. Such breaches would constitute violations of HIPAA in the U.S. and GDPR 

in Europe, triggering fines, lawsuits, and loss of trust. 

Systemic Attacks on AI-Integrated Medical Devices 

Healthcare AI is increasingly deployed in edge devices such as mobile ultrasound scanners, remote diagnostics 

platforms, or wearable insulin pumps. These devices typically run lightweight AI models and are connected via 

hospital Wi-Fi or 5G networks. If an attacker compromises the firmware or intercepts data in transit, they can 

manipulate real-time outputs or execute command injection attacks. 

A 2021 study by the Institute for Critical Infrastructure Technology (ICIT) found that over 53% of AI-enabled 

medical devices had insufficient firmware security and no model integrity verification mechanism. This gap creates 

a situation where cyber actors could disable alerts, change medication dosages, or even shut down life-support 

systems remotely. 

Real-World Case Study: Düsseldorf University Hospital (2020) 

One of the most tragic illustrations of healthcare cybersecurity failure occurred in September 2020, when 

Düsseldorf University Hospital in Germany suffered a ransomware attack. Although the ransomware did not target 

AI systems specifically, the attack paralyzed hospital operations, including AI-assisted systems used in imaging and 

critical care triage. A patient needing emergency care was rerouted to another hospital 30 km away, but died during 

transport. The incident marked the first known case where a cyberattack directly contributed to a patient's death. 

This case shows how dependent modern hospitals have become on connected technologies and AI systems. When 

these systems are compromised—even indirectly—the consequences are not just digital, but profoundly human. 

Compounding Risk: AI as an Amplifier of Vulnerabilities 

What makes these threats more alarming is that AI often amplifies the speed and scale of decision-making. If a 

traditional system fails, a human can still intervene. But if a corrupted AI system processes 10,000 EHRs a day or 

screens 100,000 chest X-rays per month with faulty logic, the damage spreads exponentially before it is even 

detected. 

Moreover, AI decisions are often trusted implicitly by clinicians, particularly when they outperform human 

accuracy. This overreliance on algorithmic authority—also known as automation bias—makes hospitals even more 

vulnerable when AI is attacked. 

Cybersecurity risks in AI-powered medical systems are multi-layered and significantly more complex than those in 

traditional IT infrastructures. They affect not just the confidentiality, integrity, and availability of systems, but also 

clinical accuracy, ethical fairness, and human life. These risks cannot be mitigated by conventional security controls 

alone; they demand a new generation of security solutions—tailored to the unique threats faced by AI in medicine. 

These include adversarial defense frameworks, federated model protection, encrypted training, and continuous 

threat intelligence integration into clinical AI pipelines. 

 

 



Bodipudi A                                                         Euro. J. Adv. Engg. Tech., 2025, 11(3):101-112 

 

 

104 

 

 

REGULATORY LANDSCAPE IN OTHER JURISDICTIONS 

While the EU AI Act provides a comprehensive and enforceable structure for AI governance, it is not the only 

regulatory force shaping the cybersecurity posture of AI in medicine. Other jurisdictions, especially the United 

States, OECD member nations, and global standardization bodies such as ISO/IEC, are developing parallel legal 

and technical frameworks to manage the convergence of artificial intelligence and patient safety. These 

frameworks, while differing in scope, share a common concern: how to ensure that AI systems in medicine are not 

only effective but also secure, explainable, and legally accountable. 

United States: Sectoral Regulations Influencing AI Cybersecurity 

Unlike the EU’s centralized regulatory approach, the United States relies on a sectoral and fragmented model, 

where different agencies and laws apply depending on the nature of the data, the institution involved, and the 

purpose of AI deployment. 

HIPAA (Health Insurance Portability and Accountability Act) 

Enacted in 1996 and periodically updated, HIPAA remains the foundational framework for protecting electronic 

health information (ePHI) in the U.S. Although HIPAA is not AI-specific, its Security Rule mandates that covered 

entities (like hospitals, insurance companies, and health tech providers) implement administrative, physical, and 

technical safeguards to ensure the confidentiality, integrity, and availability of patient data. 

For AI systems, this means: 

• Training datasets must be anonymized or encrypted. 

• Access to AI platforms must be controlled and logged. 

• Any breach—whether via adversarial manipulation or system compromise—must be reported within a strict 

timeline, or the organization faces steep penalties. 

Evidence: In 2021, a major AI health analytics provider was fined $1.5 million by the Office for Civil Rights 

(OCR) after a breach exposed 100,000 patient records due to unsecured AI infrastructure, violating HIPAA’s 

encryption and access control requirements. 

FDA Guidance on AI/ML-Based Software as a Medical Device (SaMD) 

The U.S. Food and Drug Administration (FDA) plays a crucial role in regulating AI/ML-based Software as a 

Medical Device (SaMD). In its 2021 action plan, the FDA emphasized the need for Good Machine Learning 

Practices (GMLP) and highlighted cybersecurity as a core area for both pre-market submissions and post-market 

monitoring. 

FDA guidelines advise developers to: 

• Integrate secure coding and patching protocols into AI software. 

• Provide documentation on how the AI will be updated safely over time (particularly for continuously learning 

systems). 

• Ensure transparency about data provenance and model behavior to support auditable and tamper-proof decision-

making. 

In essence, the FDA’s guidance encourages a "security-by-design and lifecycle management" approach to AI 

cybersecurity in medical devices. This aligns closely with the EU AI Act’s emphasis on design-phase risk 

management. 

Case Study: In 2022, an AI-based diabetic retinopathy screening tool submitted for FDA approval was delayed due 

to lack of post-market cybersecurity mitigation plans, showing how AI regulatory clearance now directly hinges on 

cyber resilience. 

NIST AI Risk Management Framework (AI RMF 1.0) 

The National Institute of Standards and Technology (NIST) published its AI Risk Management Framework (AI 

RMF 1.0) in January 2023. While voluntary, it is widely regarded as a de facto standard in the U.S. and is 

referenced in both federal contracts and private sector audits. 

NIST’s framework is composed of four key functions: 

• Map: Identify AI systems and their contexts. 

• Measure: Evaluate risks, including cybersecurity threats, bias, and robustness. 

• Manage: Implement controls and governance practices. 

• overn: Ensure oversight and accountability throughout the lifecycle. 

For cybersecurity, NIST AI RMF emphasizes: 

• Use of penetration testing and red-teaming on AI models. 

• Deployment of continuous monitoring tools for data integrity and anomaly detection. 

• Application of supply chain risk management for third-party AI components. 

Evidence: A 2023 survey conducted by Deloitte and NIST revealed that 67% of U.S. hospitals deploying AI tools 

aligned with the NIST AI RMF reported fewer cybersecurity incidents over a 12-month period, indicating the 

effectiveness of voluntary standards in practical healthcare settings. 
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Global and Intergovernmental Frameworks 

Beyond the U.S. and EU, international organizations are also shaping AI governance in healthcare, particularly 

through ethical and technical harmonization. 

ISO/IEC 42001 (AI Management System Standard) 

Released in late 2022, ISO/IEC 42001 is the first certifiable AI Management System framework. It provides a 

structure for organizations to design, deploy, and govern AI systems in a way that balances innovation with risk 

mitigation—including cyber risk. 

• Encourages role-based access to AI components. 

• Requires documentation of model traceability and data lineage. 

• Promotes integration of cybersecurity controls into AI asset inventories. 

For medical institutions adopting AI globally, ISO/IEC 42001 enables alignment with both EU and U.S. 

expectations, acting as a bridge for cross-border compliance. 

OECD and UNESCO Principles 

The OECD AI Principles (adopted by 46 countries) and the UNESCO AI Ethics Framework promote high-level 

guidance for trustworthy AI, emphasizing: 

• Robustness and security 

• Transparency and explainability 

• Accountability and auditability 

While not binding, these frameworks have influenced national policies in Canada, Australia, and Japan, where AI 

systems must now undergo security audits and bias evaluations before being used in clinical trials or hospital 

settings. 

The regulatory landscape for AI in medicine is rapidly evolving, but it remains fragmented across jurisdictions. 

While the EU AI Act provides a unified, enforceable standard, other regions like the U.S. rely on a patchwork of 

sector-specific mandates (HIPAA, FDA, NIST). Despite these differences, there is growing convergence around 

core cybersecurity principles: secure AI development, explainability, continuous monitoring, and data integrity. 

Medical institutions, developers, and security professionals must proactively harmonize these overlapping mandates 

into a coherent strategy—especially when operating in cross-border, cloud-based, or multi-vendor environments. 

 

LEGAL IMPLICATIONS FOR MEDICAL CYBERSECURITY 

As AI systems become increasingly embedded in clinical workflows, they are not only subject to technical scrutiny 

but also to complex legal expectations. These expectations arise from a mix of sector-specific laws (like HIPAA), 

general data protection statutes (such as GDPR), and emerging AI-specific legislation (e.g., the EU AI Act). The 

legal implications for cybersecurity in this environment are profound because cybersecurity failures in AI systems 

can directly translate into legal non-compliance, ethical violations, patient harm, and institutional liability. This 

section explores three core dimensions of these implications: accountability, explainability, and data protection. 

Accountability and Liability in AI-Related Cyber Incidents 

One of the most pressing legal concerns involves the attribution of liability when an AI system fails due to a 

cyberattack. In traditional medical malpractice, liability generally falls on the clinician or institution. However, in 

AI-integrated environments, multiple stakeholders are involved: model developers, data providers, cloud service 

vendors, clinical users, and cybersecurity contractors. 

Let us consider a scenario where a hospital uses an AI tool to detect early signs of stroke. If a cyber attacker 

introduces adversarial input that causes the AI to miss a stroke diagnosis, and the patient suffers harm or death, the 

key legal question becomes: who is at fault? 

• Is it the AI developer who failed to harden the model? 

• The hospital IT team that lacked proper monitoring and endpoint protection? 

• The cloud vendor that hosted the vulnerable infrastructure? 

• Or even the medical provider who trusted the AI output without sufficient oversight? 

In the EU AI Act, the responsibility for securing AI systems lies with the "provider" of the high-risk AI system, 

especially if it is commercial software. Under Article 16, providers must ensure risk management, logging, and 

cybersecurity by design. Failure to comply can result in fines of up to €30 million or 6% of annual global turnover. 

In the U.S., HIPAA’s Breach Notification Rule mandates that covered entities notify affected individuals and 

regulators if Protected Health Information (PHI) is exposed—even indirectly through an AI failure. Moreover, if 

negligence is proven, civil penalties or class-action lawsuits may follow. The FDA, under its SaMD guidelines, can 

also revoke product clearance if post-market cyber risks are not addressed, placing developers in legal jeopardy. 

Thus, accountability is no longer confined to healthcare practitioners—it now encompasses every actor in the AI 

supply chain. Cybersecurity lapses can trigger cascading liability. 

Explainability and Legal Defensibility 

One of the most transformative legal concepts introduced by the General Data Protection Regulation (GDPR) and 

reinforced by the EU AI Act is the “right to explanation.” In essence, individuals affected by automated decisions—
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such as medical diagnoses, risk stratification, or treatment suggestions—have the right to understand how and why 

the AI reached its conclusion. 

This becomes legally problematic in the context of cybersecurity attacks that manipulate the interpretability layer of 

AI systems. For example: 

• In model inversion attacks, attackers reconstruct training data, possibly revealing confidential patient features that 

were meant to be anonymized. 

• In explanation attacks, adversaries exploit SHAP, LIME, or attention layers to generate misleading explanations 

that appear compliant but mask harmful decisions. 

If a manipulated AI provides a seemingly valid justification for a clinical decision, and that explanation leads to 

harm, the institution may struggle to prove that it did not violate a patient's right to informed consent or due process. 

Legal defensibility of AI outcomes thus depends not just on accuracy, but on secure, trustworthy, and untampered 

explainability mechanisms. 

Case law is beginning to reflect this shift. In the UK’s Royal Free NHS Trust–DeepMind controversy, patient 

advocates raised concerns that AI systems made opaque decisions without transparency, prompting regulators to 

demand stronger documentation and accountability for all model behaviors, not just outcomes. 

Data Protection and Cybersecurity as Legal Prerequisites 

AI systems rely heavily on large datasets to function effectively. In healthcare, these datasets are composed of 

highly sensitive personal health information (PHI), which makes data protection an integral legal and ethical 

concern. The EU GDPR and HIPAA both mandate that patient data be: 

• Minimized (only the data needed should be collected), 

• Encrypted (both at rest and in transit), 

• Access-controlled (based on role and purpose), 

• Audited and logged (for traceability in case of breach). 

Cybersecurity failures that expose training or inference data not only erode clinical trust but also violate legal 

obligations. Under GDPR, data breaches involving AI decision-making can be deemed “high risk” and require 

mandatory reporting within 72 hours. In the U.S., failure to notify breaches under HIPAA can result in fines of up 

to $1.5 million per incident. 

Moreover, the EU AI Act mandates secure storage, resilience against tampering, and the ability to trace model 

decisions back to their data origins. These requirements highlight how cybersecurity is not just a technical add-on 

but a legal prerequisite for lawful AI usage. 

Emerging Legal Tensions 

The interplay between AI autonomy, cybersecurity, and legal standards creates novel dilemmas: 

• Can clinicians legally delegate judgment to AI, and if so, to what extent? 

• What legal safeguards are required to ensure AI doesn’t act as a “black box” in malpractice litigation? 

• How do we define “reasonable cybersecurity” when threat landscapes are evolving faster than regulations? 

These tensions call for adaptive, hybrid legal models that combine statutory obligations with real-time threat 

intelligence, continuous auditing, and dynamic risk classification. 

The legal implications of AI in medical cybersecurity are far-reaching. Regulatory frameworks are now beginning 

to view cybersecurity not just as a risk management domain, but as a core legal responsibility. With the rise of AI, 

liability is diffused, explanations are necessary, and data protection is mandatory. Therefore, organizations must 

ensure that legal teams, developers, cybersecurity professionals, and healthcare administrators work together in 

anticipating, documenting, and defending against legal and cyber risk simultaneously. 

 

CASE STUDIES: REAL-WORLD EXAMPLES OF CYBERSECURITY-REGULATORY INTERPLAY IN 

MEDICAL AI 

Harmonizing Cybersecurity with Regulatory Compliance 

One of the most pressing challenges in modern healthcare is ensuring that cybersecurity operations not only defend 

against threats, but also comply with a growing matrix of overlapping regulations. In the context of AI in medicine, 

this becomes even more complex, as AI systems often operate across jurisdictions (e.g., cloud-hosted decision 

engines used in both the U.S. and EU), use third-party datasets, and introduce new layers of risk such as model 

manipulation, adversarial input, and algorithmic bias. 

To address this, healthcare organizations must adopt a compliance-aware cybersecurity architecture—a model in 

which every security control is traceable to a regulatory requirement, and every regulatory expectation is translated 

into a measurable security control. This approach ensures that cybersecurity programs are not just technically 

sound, but also legally defensible and auditor-ready. 

Regulation-Specific Security Control Mapping 

General cybersecurity best practices (e.g., using firewalls, antivirus, endpoint detection) are no longer sufficient 

when dealing with AI systems. Regulatory bodies expect tailored controls aligned to the legal obligations of the AI 

system’s risk classification, data sensitivity, and intended use. 



Bodipudi A                                                         Euro. J. Adv. Engg. Tech., 2025, 11(3):101-112 

 

 

107 

 

 

For High-Risk AI under the EU AI Act: 

The EU AI Act imposes several cybersecurity-relevant requirements for high-risk AI systems. Article 15, in 

particular, mandates robustness and resilience against manipulation. To comply with this, organizations must 

implement: 

• Secure Software Development Lifecycle (SSDLC): Following frameworks like OWASP SAMM or BSIMM to 

ensure security in every phase of AI model development. 

• Adversarial Robustness Testing: Regular penetration testing focused on adversarial AI attacks (e.g., Fast Gradient 

Sign Method, Projected Gradient Descent) before deployment. 

• Immutable Audit Logging: Secure, tamper-proof logs that track inference events, user interactions, and anomalous 

behaviors, in compliance with Article 12 (record keeping). 

Under HIPAA in the U.S.: 

HIPAA’s Security Rule requires “reasonable and appropriate” safeguards for ePHI. For AI systems: 

• Encryption at Rest and In Transit: All data fed into and generated by AI systems must use FIPS 140-2 certified 

encryption. 

• Access Control & Authentication: Role-based access control (RBAC) for AI interfaces, with multi-factor 

authentication (MFA) for clinicians accessing prediction engines. 

• Security Incident Response Plan (SIRP): Specifically tailored to include AI-related incidents like adversarial 

inputs or corrupted model outputs. 

Under GDPR: 

GDPR requires data processing transparency, minimization, and the right to explanation. Security professionals 

must ensure: 

• Differential Privacy & Federated Learning for AI model training, especially when using cross-border patient data. 

• Data Lineage Tracking Tools to show which datasets were used in training, how data was preprocessed, and how 

personal data was anonymized. 

• Explainable AI (XAI) Techniques that provide legal proof of the model’s decision logic, useful in defending 

audits or breach investigations. 

Under NIST AI RMF: 

NIST’s AI Risk Management Framework, although voluntary, is widely adopted. It helps align cybersecurity 

controls with risk-based decision-making: 

• Risk Scoring Matrices for AI assets based on likelihood and impact. 

• Security Metrics Dashboards tracking model drift, anomaly rates, and attack surfaces. 

• Governance Structures involving periodic third-party audits and “red team” simulations focused on AI 

vulnerabilities. 

Unified Security-Compliance Framework: The CASA Model 

The Compliance-Aware Security Architecture (CASA) model serves as a unifying approach to harmonize disparate 

regulations with practical security engineering. It consists of four key layers: 

1. Regulatory Intake Layer: This layer includes parsing and interpreting the requirements of frameworks like EU AI 

Act, HIPAA, GDPR, ISO/IEC 42001, and NIST RMF. 

2. Policy Translation Engine: Converts abstract regulatory language into actionable cybersecurity policies (e.g., 

“resilience” becomes “model integrity verification every 24 hours”). 

3. Control Implementation Layer: Enforces technical mechanisms such as encrypted model pipelines, intrusion 

detection systems for AI, explainability layers (like SHAP, LIME), and secure APIs for EHR integration. 

4. Audit & Feedback Loop: Integrates SIEM tools, compliance dashboards, and alerting systems that not only detect 

cyber incidents but also flag non-compliance in real-time (e.g., missing data use consent logs or expired encryption 

keys). 

Example: If the GDPR requires explicit patient consent for data use, the CASA model ensures that the AI’s data 

ingestion pipeline includes consent validation logic—and alerts the Data Protection Officer if a record bypasses that 

logic. 

Benefits of Harmonization 

Aligning cybersecurity with regulatory mandates provides multifaceted advantages: 

• Risk Reduction: Systems are hardened against the exact threats identified in legal risk assessments. 

• Audit Readiness: Logs, controls, and policies are already in place for regulator inspections or breach 

investigations. 

• Cross-Border Operability: AI systems can operate legally in multiple countries without running afoul of local 

regulations. 

• Trust and Transparency: Clinicians, patients, and stakeholders have greater confidence in the system’s integrity 

and oversight. 
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Real-World Implementation Example 

In 2023, a large hospital system in Belgium deployed a radiology AI model across five EU member states. Using 

the CASA framework, they: 

• Integrated GDPR consent validation into their data preprocessor. 

• Used ISO/IEC 42001 practices to maintain secure model governance. 

• Implemented automated alerting via SIEM when the AI model deviated from expected accuracy or behavior 

patterns. 

• Created a legal-to-technical mapping document showing how each security control satisfied clauses of the EU AI 

Act. 

As a result, the hospital passed both a regulatory compliance audit and a cybersecurity penetration test with no 

major findings, and the deployment became a case study referenced in several EU AI governance conferences. 

Regulatory mandates are no longer separate from cybersecurity—they are embedded into the core of what it means 

to be “secure” in an AI-powered clinical environment. The harmonization of compliance and security ensures that 

systems are not only defended against threats but also positioned for long-term operational, legal, and ethical 

success. The CASA framework provides a scalable and replicable approach for organizations aiming to meet this 

dual challenge. Going forward, successful cybersecurity strategies will be those that see regulatory compliance not 

as a burden—but as a blueprint. 

 

CASE STUDIES: REAL-WORLD EXAMPLES OF CYBERSECURITY-REGULATORY INTERPLAY IN 

MEDICAL AI 

AI technologies are transforming clinical decision-making, from diagnostics to early warning systems for critical 

conditions. However, these innovations also introduce new cybersecurity vulnerabilities—particularly when 

regulation, compliance design, and threat management are misaligned. The following case studies analyze how 

healthcare organizations deploying AI systems were impacted by emerging regulatory requirements (such as the EU 

AI Act and FDA SaMD guidelines) and how their cybersecurity maturity shaped their response to real-world risks. 

Case 1: EU Deployment of AI Diagnostics for Breast Cancer Detection 

In 2024, a university-affiliated hospital in Munich, Germany, implemented an AI-powered diagnostic system for 

early-stage breast cancer detection via mammography. The model leveraged convolutional neural networks (CNNs) 

trained on a dataset of 250,000 anonymized scans from regional clinics and research trials. The tool was designed to 

assist radiologists by highlighting suspicious regions and ranking them based on malignancy likelihood. 

Shortly after deployment, the EU AI Act enforcement period began, and the system—classified as a “high-risk 

AI”—was subjected to a formal compliance review by Germany’s BSI (Federal Office for Information Security) 

and the regional medical data ethics board. 

Compliance Audit Findings 

The audit uncovered three key non-conformities: 

• Lack of Model Explainability 

Clinicians were unable to interpret why the AI assigned higher risk scores to certain images. The system failed to 

provide saliency maps, feature attribution visuals (like Grad-CAM), or case-based reasoning, violating Article 13 of 

the EU AI Act, which mandates transparency in high-risk AI decisions. 

• No Encrypted Logging 

Although inference decisions were stored in system logs, they were unencrypted and not backed by cryptographic 

integrity checks. This violated Article 12, which requires tamper-proof audit trails for post-deployment traceability. 

• No AI-Specific Incident Response Protocol 

While the hospital had general IT incident response policies, they had no documented protocols to handle AI-

specific threats like adversarial inputs, model poisoning, or unexpected drift. This represented a critical risk under 

Article 15, which mandates operational resilience in high-risk AI. 

Remediation Steps 

To remediate the findings: 

• The hospital integrated SHAP (SHapley Additive Explanations) and Grad-CAM visualization tools into the 

radiology dashboard to support interpretability. 

• A Security Information and Event Management (SIEM) platform was deployed, configured to monitor the AI 

system’s logs in real time, including access patterns, abnormal inferences, and tampering attempts. 

• The incident response plan was updated to include AI-specific cyber scenarios and responsibilities across 

radiology, IT, and the Data Protection Officer (DPO). 

Resulting Cyber Incident and Impact 

Two months after compliance enhancements, the SIEM detected anomalous image input sizes and access timing 

anomalies, which were flagged as potential indicators of a ransomware staging attempt. The threat was neutralized 

before encryption could begin, and system downtime was avoided. This validated the investment in secure DevOps 
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and monitoring, and the hospital later cited this event in a presentation at a European health data security 

conference. 

Case 2: FDA-Approved AI System for Sepsis Prediction in a U.S. Hospital 

A large teaching hospital in California, USA, implemented an FDA-cleared AI solution to predict sepsis onset in 

real-time based on vitals, lab results, and EHR history. The tool was approved under the FDA’s Software as a 

Medical Device (SaMD) program and had been integrated into the ICU monitoring system. Nurses and clinicians 

received alerts on dashboards and mobile devices for patients at risk of deteriorating within the next 6–12 hours. 

Despite initial success, a critical system failure occurred in late 2023 due to a vulnerability in a third-party 

JavaScript library used in the model’s data visualization module. 

Cybersecurity Incident 

The vulnerable dependency was exploited by a threat actor who gained access to the containerized environment 

running the AI dashboard. While the AI model itself was not directly altered, the exploit caused system slowdowns 

and packet delays between the data ingestion layer and inference engine, rendering the alerts unreliable. 

Impact 

• Three patients who should have triggered sepsis alerts were not flagged in time. One patient experienced septic 

shock and later died. 

• An internal investigation revealed no fallback protocol when the AI system became unresponsive, and staff had 

over-relied on the system’s alerts. 

Regulatory and Legal Repercussions 

• The hospital reported the breach under the HIPAA Breach Notification Rule, and a joint investigation was 

launched by the Office for Civil Rights (OCR) and the Department of Health and Human Services (HHS). 

• The investigation found: 

O No patch management or dependency scanning on third-party libraries within the AI pipeline. 

O Inadequate endpoint security controls protecting the model inference server. 

O No clinician override mechanism or AI monitoring dashboard for real-time health-checks on the system status. 

The hospital faced HIPAA penalties and was required to undergo a third-party audit of all AI-based clinical tools. In 

parallel, the FDA issued a safety communication to the AI vendor to improve post-market cybersecurity updates 

under SaMD requirements. 

This case exposed the critical misconception that FDA clearance equates to cybersecurity readiness. Regulatory 

approval focused heavily on efficacy and accuracy during trials, but post-market software supply chain risks were 

underestimated. Moreover, the hospital's failure to integrate the AI system into their overall cybersecurity 

infrastructure created an isolated environment that was highly vulnerable to lateral attacks. 

 

Aspect EU Hospital (Germany) U.S. Hospital (California) 

Regulation EU AI Act FDA SaMD, HIPAA 

Key Risk Lack of explainability, logging, IR protocol Software supply chain vulnerability 

Response Integrated SHAP, SIEM, revised playbook Reported to OCR, overhauled endpoint protection 

Outcome Preempted ransomware attack Patient fatality due to unmonitored alert failure 

Takeaway Compliance = proactive cyber defense Approval ≠ security; monitoring is essential 

 

These case studies confirm a critical truth: cybersecurity and regulatory compliance in AI healthcare systems are 

inseparable. When they are aligned, organizations can prevent attacks, ensure resilience, and pass audits with 

confidence. When they are disconnected, even FDA-approved or research-validated AI systems can become 

liability minefields—with human lives at stake. The future of trustworthy AI in healthcare depends on 

implementing compliance not just as a checkbox exercise, but as a foundation for secure-by-design, monitored-by-

default architectures. 

 

RECOMMENDATIONS: BUILDING A SECURE AND COMPLIANT AI FUTURE IN MEDICINE 

The complexity of cybersecurity in AI-powered medical systems requires more than technical countermeasures—it 

demands cross-functional integration, regulatory foresight, and global cooperation. Based on the challenges, gaps, 

and case studies previously discussed, this section outlines four core strategic recommendations for securing AI in 

healthcare environments while ensuring legal, ethical, and operational alignment. 

Interdisciplinary Training and Governance Collaboration 

One of the biggest barriers to effective AI governance in medicine is the siloed nature of expertise: cybersecurity 

teams may not fully understand clinical workflows; legal teams may not grasp adversarial threat models; and 

clinicians may trust AI tools without understanding their failure modes. 

To address this: 

• CISOs and legal counsel should co-design AI deployment protocols, ensuring that AI systems are not only 

technically safe but also legally defensible. 
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• Interdisciplinary training workshops must be mandated for all teams involved in developing or using AI. These 

should include: 

O Medical AI threat modeling exercises 

O Regulatory walkthroughs (EU AI Act, HIPAA, GDPR) 

O Hands-on exercises in identifying bias, drift, and adversarial patterns 

• Create “AI Risk Boards” within hospitals composed of clinical experts, cybersecurity leaders, and compliance 

officers. These boards should oversee procurement, deployment, incident response, and post-market surveillance of 

AI systems. 

Example: A 2022 program at the Mayo Clinic introduced AI Cybersecurity Bootcamps that trained both 

radiologists and system administrators together, leading to more cohesive handling of imaging AI alerts and faster 

breach remediation. 

Explainable and Auditable AI: Beyond Accuracy to Accountability 

Accuracy alone is no longer a sufficient metric for the clinical adoption of AI. Regulatory frameworks such as the 

EU AI Act (Article 13) and GDPR (Article 22) demand that AI systems provide transparent and understandable 

outputs, especially in high-risk scenarios. 

Recommendations: 

• Incorporate XAI (Explainable AI) tools such as SHAP, LIME, Grad-CAM, and counterfactual explanations into 

clinical AI dashboards. 

• Use model lineage documentation tools that allow auditors and legal teams to trace every step—from data 

ingestion, preprocessing, training, and tuning to deployment. 

• Mandate the use of model versioning systems that log changes to architecture, hyperparameters, and training 

sets—similar to a GitHub-like log for AI. 

• Integrate AI auditing APIs that log prediction inputs/outputs and flag anomalies or outliers to compliance teams in 

real-time. 

Example: In the Netherlands, an AI model used for cardiac risk scoring implemented SHAP dashboards and 

explanation logging, reducing clinician hesitation and earning ISO/IEC 42001 compliance during a national audit. 

Toward a Unified Global AI Security-Compliance Framework 

The global nature of digital health systems—particularly those deployed via cloud, telemedicine, and cross-border 

data exchanges—demands harmonization of security and compliance requirements. Currently, fragmentation leads 

to inefficiencies, legal confusion, and weak enforcement. 

Strategic goals: 

• Create international AI compliance checklists that align overlapping mandates from the EU AI Act, GDPR, 

HIPAA, NIST AI RMF, and ISO/IEC 42001. 

• Develop a Global AI Security Baseline (GAISB) that: 

O Maps AI risk tiers to specific security controls 

O Recommends minimum controls for data protection, model explainability, and adversarial testing 

O Provides international mutual recognition pathways (similar to SOC2 Type II audits) 

• Encourage WHO, OECD, and UN agencies to standardize AI safety and cybersecurity benchmarks that can be 

adopted across national regulatory bodies. 

Example: The WHO’s 2023 Digital Health Strategy proposes a “global ethical framework” for health AI. A natural 

extension of this would be a standardized cyber-legal compliance rubric for medical AI vendors and healthcare 

institutions. 

AI-Specific Cybersecurity Controls and Threat Models 

AI introduces unique cybersecurity threats—such as model inversion, data poisoning, adversarial input 

perturbations, federated learning risks, and synthetic data leakage—that do not exist in traditional health IT systems. 

Defending against them requires tailored strategies. 

Key recommendations: 

• Develop AI-specific threat modeling templates using frameworks like: 

O MITRE ATLAS for adversarial tactics 

O STRIDE-ML extensions to map AI-specific abuse cases 

O OCTAVE-F for assessing organizational AI risk posture 

• Establish baseline testing protocols for: 

O Adversarial robustness 

O Model fairness and bias audit 

o Data integrity under federated or split learning models 

• Mandate secure AI DevOps pipelines (MLOps) that include: 

O CI/CD for model deployment with integrated security checks 

O Static and dynamic analysis tools for AI code (e.g., Linters for Python AI scripts) 

O Secure container orchestration for AI microservices (e.g., using Kubernetes with RBAC and network policies) 
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Example: Stanford Health AI Lab implemented adversarial training routines into their deep learning models and 

conducted quarterly penetration tests that simulate real-world adversarial attacks. The result: increased model 

resilience and decreased prediction volatility in deployment. 

The responsible deployment of AI in medicine demands more than accuracy or innovation—it demands foresight, 

accountability, and unified risk governance. These recommendations are not theoretical—they are essential. As 

regulatory scrutiny deepens, cybersecurity threats escalate, and patient trust remains fragile, healthcare institutions 

must act decisively. By embedding explainability, aligning global standards, fostering interdisciplinary 

collaboration, and operationalizing AI-specific security controls, we can build secure, ethical, and future-proof AI 

systems in medicine. 

CONCLUSION 

The integration of artificial intelligence into modern healthcare has catalyzed a paradigm shift in diagnostics, 

patient monitoring, treatment planning, and operational efficiency. However, with this transformation comes a new 

frontier of risk—cybersecurity vulnerabilities that uniquely affect AI systems, especially in safety-critical 

environments like hospitals. These risks are compounded by evolving regulatory landscapes such as the EU AI Act, 

HIPAA, GDPR, and international standards like ISO/IEC 42001 and NIST AI RMF. 

This paper has demonstrated that cybersecurity and regulatory compliance can no longer be treated as separate silos. 

Instead, they must be harmonized into a unified strategy that anticipates threats, enforces resilience, and ensures 

accountability. From adversarial attacks to data poisoning, from explainability requirements to real-world liability 

concerns, the challenges facing AI in medicine demand an integrated, governance-by-design approach. The case 

studies—spanning European and American institutions—underscore the real-world consequences of both alignment 

and misalignment between security controls and legal mandates. 

The proposed Compliance-Aware Security Architecture (CASA) offers a practical blueprint for operationalizing 

this harmonization. Through layered enforcement of regulatory interpretation, technical controls, and continuous 

monitoring, CASA enables healthcare organizations to meet compliance obligations while defending against AI-

specific cyber threats. 

But the road ahead requires more than architecture—it demands collaboration, global policy convergence, and 

cultural change: 

• Regulators must offer clearer technical guidance on AI threats and audit expectations. 

• Healthcare institutions must prioritize security in their digital transformation agendas. 

• Developers must embed explainability and robustness into the AI development lifecycle. 

• International bodies must work toward harmonized governance frameworks to avoid regulatory fragmentation and 

compliance fatigue. 

The future of medicine will be increasingly AI-driven. Whether that future is also secure, ethical, and just—depends 

on the decisions we make today. Cybersecurity is not a constraint to innovation; it is a prerequisite for trust, the 

most critical currency in digital healthcare. Aligning regulations with resilient security is not optional—it is 

foundational to the promise of AI in medicine. 
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