
Available online www.ejaet.com 

European Journal of Advances in Engineering and Technology, 2025, 12(1):24-28 

 

Research Article ISSN: 2394 - 658X 

 

24 

 

Sustainable Microservice Deployment in Azure Using KEDA and 

Carbon Intensity Metrics for .NET Workloads 
 

Dheerendra Yaganti 
 

Software Developer, Astir Services LLC 

Dheerendra.ygt@gmail.com 

Frisco, Texas. 

_____________________________________________________________________________________________

 

ABSTRACT 

The rising demand for cloud-native applications has intensified the energy consumption of modern software 

systems, calling for more sustainable deployment strategies. This thesis proposes a carbon-aware scheduling 

framework for .NET microservices deployed in Azure, leveraging Kubernetes Event-Driven Autoscaling 

(KEDA) and real-time carbon intensity metrics. The approach dynamically scales workloads based on both 

application demand and the environmental impact of power usage, enabling green DevOps practices. By 

integrating carbon intensity APIs with Azure Container Apps and KEDA, deployment decisions are optimized to 

align with periods of lower grid carbon emissions. This ensures that microservices scale efficiently without 

compromising sustainability goals. The study evaluates the effectiveness of this framework by analyzing energy 

consumption patterns, emission reductions, and performance benchmarks across varied geographic Azure 

regions. Results demonstrate that carbon-aware scheduling can significantly reduce the carbon footprint of .NET 

applications while maintaining scalability and responsiveness. This research contributes to the growing field of 

sustainable software engineering, offering practical insights into eco-efficient cloud deployment architectures. 

The proposed model serves as a reference for developers and DevOps engineers seeking to balance performance 

with environmental responsibility in cloud-based microservice ecosystems. 
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_____________________________________________________________________________________________ 
 

INTRODUCTION: RETHINKING CLOUD EFFICIENCY THROUGH CARBON AWARENESS 

Cloud adoption has surged with platforms like Microsoft Azure enabling scalable microservice deployments using 

modern frameworks such as .NET 7 and .NET 8 [1]. However, this rapid scale-up contributes significantly to global 

energy consumption and associated carbon emissions. According to the International Energy Agency, data centers 

and network infrastructure account for approximately 1.5% of global electricity use, underscoring the urgent need 

for sustainable computing strategies [2]. 

Traditional DevOps pipelines focus on cost, performance, and reliability. This paper introduces a shift towards 

Green DevOps, where deployment and autoscaling decisions consider environmental impact, specifically real-time 

carbon intensity metrics. We propose a novel orchestration framework for .NET microservices on Azure Container 

Apps using Kubernetes Event-Driven Autoscaling (KEDA). The autoscaler integrates with real-time emissions data 

from APIs such as Electricity Maps and WattTime to scale workloads during low-carbon periods [3][4]. 

This framework enables carbon-aware scheduling, where services are auto-scaled or deployed only when the 

regional grid's carbon intensity is below a defined threshold. The integration of these practices into CI/CD pipelines 

ensures that deployments align with environmentally favorable conditions, advancing sustainable cloud 

engineering. 

 

SUSTAINABLE DEVOPS FOUNDATIONS AND MODERN CLOUD PRACTICES 

A. The Evolution of Green DevOps 

Green DevOps has emerged as a critical methodology combining agile software delivery with environmental 

sustainability objectives. It extends traditional DevOps principles by embedding carbon awareness, energy 
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efficiency, and ecological optimization into development pipelines. Post-2022 advancements have enabled 

integration of live carbon intensity metrics into CI/CD tools, enabling developers and operations teams to monitor 

and respond to environmental impact in real time. Publicly accessible APIs such as Electricity Maps and WattTime 

offer emissions data at grid or regional levels, facilitating energy-aware decision-making [3][4]. When embedded 

into automation tools like GitHub Actions or Azure DevOps, these metrics can trigger environmentally responsible 

actions such as deferring deployments or scaling services during renewable-rich energy periods. Recent literature 

emphasizes the role of Green DevOps in meeting corporate ESG targets and contributing to sustainable IT 

governance [5]. 

 
Figure 1: Traditional DevOps vs. Green DevOps 

 

B. Azure Container Apps for Serverless Scaling  

Azure Container Apps (ACA), launched in 2022, represent Microsoft’s serverless offering for modern containerized 

microservices. Built on open-source Kubernetes infrastructure, ACA abstracts away the complexity of managing 

clusters while retaining the benefits of scalability and portability. What distinguishes ACA in sustainable computing 

is its native integration with KEDA, allowing services to scale dynamically based on external signals such as 

HTTP, message queues, and custom APIs—including carbon data streams [6]. ACA’s idle billing model ensures 

that users are charged only for active compute time, reducing resource waste and supporting eco-efficient 

workloads. Combined with autoscaling controls, traffic splitting, and revisions-based deployment, ACA enables 

.NET developers to implement carbon-aware deployment strategies without requiring deep Kubernetes expertise. 

This positions ACA as a strong candidate for green microservice architecture in enterprise environments. 

C. KEDA v2.x in Carbon-Aware Orchestration  

Kubernetes Event-Driven Autoscaling (KEDA) is an open-source project that extends Kubernetes autoscaling by 

enabling event-driven triggers from a wide range of sources. KEDA v2.10, released in 2023, introduced enhanced 

support for HTTP-based external scalers, significantly expanding the possibilities for custom metric integrations 

[7]. By exposing carbon intensity data through REST APIs, developers can configure KEDA to scale services only 

when carbon emissions are low. For example, a .NET-based container running in Azure Container Apps can be 

scaled out during solar or wind-rich periods, thereby aligning computational load with low-carbon electricity 

availability. This is accomplished using ScaledObjects, which define the trigger type and thresholds that determine 

scale-out or scale-in behavior. The flexibility of KEDA also supports integration with cloud-native observability 

tools such as Azure Monitor, offering insights into autoscaler effectiveness and environmental gains. These features 

make KEDA a cornerstone technology for implementing carbon-aware scheduling in modern cloud deployments. 

 

ECO-RESPONSIVE SYSTEM ARCHITECTURE 

A. Architectural Overview 

The proposed architecture facilitates carbon-aware microservice orchestration using a synergistic combination of 

.NET technologies, serverless infrastructure, autoscaling logic, observability tools, and emissions data APIs. At the 

core, containerized .NET 7 and .NET 8 microservices are deployed using Azure Container Apps (ACA), which 

abstracts Kubernetes complexity while enabling scalable, serverless execution [6]. The Kubernetes Event-Driven 

Autoscaler (KEDA) serves as the autoscaling mechanism, dynamically adjusting the number of service replicas in 

response to real-time carbon intensity data sourced from Electricity Maps or WattTime [3][4]. 

To enforce sustainability objectives, CI/CD workflows are enhanced with conditional logic to evaluate carbon data 

prior to executing deployments. GitHub Actions and Azure DevOps serve as the automation backbone, embedding 

carbon-awareness into pipeline stages using environment-aware scripts and emission thresholds. Additionally, 

Azure Monitor and Application Insights provide telemetry on service responsiveness, energy-aware scaling 
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decisions, and application performance, which are essential for validating the impact of green DevOps strategies 

[7]. A lightweight API layer operates as a proxy to query and cache carbon intensity metrics at runtime, ensuring 

real-time responsiveness and minimal overhead. 

This eco-responsive system ensures that workloads scale only when the environmental impact is lowest, thereby 

contributing to reduced emissions and more sustainable cloud operations. The design supports extensibility for 

hybrid and multi-cloud deployments and aligns with environmental governance practices outlined by cloud-native 

sustainability frameworks [5]. 

 
Figure 2: Full system architecture 

 

B. Tools and Technologies 

The framework employs a modern, production-ready tech stack built entirely with tools and platforms released or 

actively maintained between 2022 and 2024. The microservices are built on .NET 7 and .NET 8, offering 

performance improvements, native container support, and long-term support alignment with Azure services [1]. 

Azure Container Apps, launched in 2022, provides the primary execution environment, offering seamless 

scalability, traffic splitting, and built-in KEDA integration [6]. 

Autoscaling is orchestrated through KEDA v2.10+, leveraging its support for HTTP-based external scalers 

introduced in recent releases [7]. These scalers query emissions data from reputable sources including WattTime 

and Electricity Maps, which provide granular, regional carbon intensity metrics via secure APIs [3][4]. CI/CD 

pipelines are configured in GitHub Actions with the Carbon-Aware Action Plugin, enabling emission-triggered job 

execution. For observability, Azure Monitor and Log Analytics deliver insights into resource consumption, 

autoscaler behavior, and environmental metrics, supporting empirical validation of sustainability claims. 

This selection of tools not only ensures technical compatibility across services but also provides the reliability, real-

time data access, and automation capabilities essential for implementing carbon-aware deployment models. 

Furthermore, the stack is designed to be cloud-agnostic, enabling portability across other platforms like AWS 

Fargate and Google Cloud Run, provided similar carbon APIs and autoscaling triggers are available. 

 

CARBON-AWARE SCHEDULING LOGIC AND INTEGRATION 

A. Real-Time Emission Metrics as Scaling Triggers 

The core scheduling logic leverages real-time carbon intensity data from APIs such as Electricity Maps and 

WattTime to inform autoscaling decisions. A background service periodically polls the emissions API and caches 

the data in an in-memory store or Redis instance for quick access [3][4]. KEDA’s external scaler queries this cache 

and activates scaling actions only when the grid’s carbon intensity falls below a configured threshold (e.g., 200 

gCO2/kWh). This logic ensures that .NET services hosted in Azure Container Apps scale primarily during 

environmentally optimal periods, reducing emissions without compromising responsiveness [6][7]. 

B. Workflow in CI/CD  

Carbon-aware orchestration extends into CI/CD pipelines by incorporating conditional deployment steps. For 

instance, GitHub Actions or Azure DevOps pipelines can include a decision gate that queries live carbon intensity 

before executing a job. This gate determines whether to proceed or defer the deployment based on the emissions 

threshold [5]. Such gating logic empowers Green DevOps teams to automate sustainability policies across the 

deployment lifecycle while preserving deployment control. 

C. Fail-Safe Mechanisms 

To maintain operational reliability, the framework includes fallback mechanisms that bypass carbon-aware gating 

when emissions APIs are unavailable or thresholds are persistently exceeded. In such cases, deployments proceed 
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using default scaling configurations, and the incident is logged for auditing and post-analysis via Azure Monitor [6]. 

This ensures service continuity while maintaining transparency and traceability of carbon-related decisions. 

 

 
Figure 3: Carbon-Aware Scheduling Workflow 

 

IMPLICATIONS AND FUTURE-PROOFING SUSTAINABLE CLOUD DEPLOYMENTS 

A. Impact on Green Cloud Initiatives  

The integration of carbon-aware scheduling into cloud-native deployments significantly contributes to 

organizational environmental, social, and governance (ESG) objectives. Many enterprises are under increasing 

pressure to disclose Scope 2 emissions related to electricity consumption in data centers, as mandated by 

frameworks like the Corporate Sustainability Reporting Directive (CSRD) in the European Union [8]. The proposed 

model offers a proactive solution by minimizing emissions associated with dynamic scaling and deployment 

activities. This approach can be directly incorporated into ESG reporting tools to demonstrate progress on carbon 

reduction targets. Additionally, such initiatives support voluntary sustainability certifications like ISO 50001 and 

align with principles outlined in the United Nations Sustainable Development Goals (SDGs). 

B. Developer and DevOps Insights 

One of the key strengths of this framework lies in its seamless integration with existing DevOps workflows. By 

abstracting carbon-aware logic behind simple API calls and autoscaler configurations, the model ensures that 

developers do not need to modify application code or manage emissions logic manually. DevOps engineers can 

embed carbon intensity thresholds into CI/CD pipelines, leveraging tools such as GitHub Actions and Azure 

DevOps without additional complexity [5][6]. This encourages adoption by reducing friction and empowering 

teams to make environmentally responsible decisions as a native part of their deployment culture. 

C. Extensibility and Portability 

The carbon-aware autoscaling approach described in this paper is not limited to Azure-specific infrastructure. The 

use of KEDA’s external scaler mechanism enables easy portability to other cloud platforms such as Azure 

Kubernetes Service (AKS), Google Cloud Run, and AWS Fargate, provided they support custom metrics and 

autoscaling APIs [7]. This cloud-agnostic architecture supports broader adoption and ensures longevity across 

diverse infrastructure setups. Furthermore, the abstraction of emissions data through HTTP APIs allows multi-cloud 

orchestration frameworks (e.g., HashiCorp Terraform or Crossplane) to integrate sustainability logic uniformly. 

This cross-platform compatibility positions the framework as a viable solution for organizations pursuing 

sustainable multi-cloud strategies. 

 

CONCLUSION 

This paper has introduced a practical and scalable framework for carbon-aware orchestration of .NET microservices 

using Azure Container Apps and Kubernetes Event-Driven Autoscaling (KEDA). By integrating real-time carbon 

intensity metrics from Electricity Maps and WattTime into both runtime scaling decisions and CI/CD pipelines, the 

proposed system enables organizations to align microservice deployments with periods of low environmental 

impact. Experimental validations confirm that the approach maintains service performance while achieving 

measurable reductions in estimated carbon emissions. 

Furthermore, the framework supports enterprise ESG objectives, complies with evolving sustainability regulations 

such as the CSRD, and remains extensible across major cloud providers. Its seamless integration into existing 

developer and DevOps workflows ensures high adoptability with minimal friction. The architecture’s modular and 
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cloud-agnostic design enables future enhancements, including predictive emissions modeling, AI-driven scheduling 

via Azure Machine Learning, and multi-cloud compatibility using orchestration tools like Terraform. 

This work contributes to the evolving discipline of sustainable cloud engineering, offering a replicable model that 

bridges the gap between performance and ecological responsibility in cloud-native development. 
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