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ABSTRACT 

This paper presents Dataverse, a unified open-source Extract-Transform-Load (ETL) pipeline designed for large 

language models (LLMs). Additionally, it compares Dataverse with TPOT (Tree-based Pipeline Optimization 

Tool), an automated machine learning (AutoML) tool, to highlight their respective strengths and use cases. 

Dataverse aims to address the challenges associated with data processing at scale by providing a user-friendly and 

automated solution. TPOT, on the other hand, focuses on automating the machine learning pipeline optimization 

process. This paper discusses the architecture, features, and benefits of both tools, highlighting their roles in 

improving productivity and data quality in data-driven enterprises. It presents Dataverse's capabilities in data 

ingestion, cleaning, quality enhancement, distributed processing, and data quality control tailored for LLMs. The 

paper also explains TPOT's tree-based pipeline optimization approach using genetic programming for automated 

machine learning pipeline design. A comparative analysis is provided, highlighting the distinct use cases, 

automation approaches, customization capabilities, and scalability aspects of Dataverse and TPOT. 
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1. INTRODUCTION  

The success of large language models (LLMs) is widely attributed to the scale of the data, known as the 'scaling 

law,' where LLM performance directly correlates with data size. Consequently, there has been an exponential 

growth in the need for massive data to further fuel LLM development. This increase in demand leads to more 

complex data processing pipelines, necessitating efficient and scalable solutions. Dataverse is an open-source 

library designed to build ETL pipelines for LLMs with a user-friendly design at its core [1]. 

Ensuring data quality at a massive scale presents formidable challenges. Manual inspection of the data is 

impractical due to its sheer volume. The emphasis on data quality control has become crucial primarily because 

the pursuit of larger datasets often involves incorporating low-quality data that has not undergone meticulous 

human curation. However, this indiscriminately crawled data from the internet frequently suffers from a myriad of 

issues, including duplicated content, excessive brevity or verbosity, hidden biases, and the inclusion of junk data. 

Even when utilizing high-quality datasets, the possibility of encountering duplicated data remains, as multiple 

sources may be incorporated. Another key strategy could be the elimination of benchmarks or other unintended 

data inadvertently included in the dataset, which is known as decontamination [1][4]. 

ETL, which stands for Extract, Transform, Load, is a fundamental process that involves gathering data from 

various sources and consolidating it. The ETL process is crucial for data-driven organizations as it automates the 

operations involved in the selection, extraction, transformation, aggregation, validation, and loading of data for 

further analysis and visualization. Data pipelines can process multiple streams of data simultaneously, ensuring 

high-quality data is critical for excellent data products [1]. 

The most recent development in evolutionary algorithms is the Tree-based Pipeline Optimization Tool (TPOT), 

which automatically designs and optimizes machine learning pipelines. TPOT uses a version of genetic 

programming to design and optimize a series of data transformations and machine learning models, aiming to 

maximize classification accuracy for supervised learning datasets. Historically, AutoML research has focused on 

optimizing subsets of the pipeline, such as hyperparameter optimization through grid search, which explores a 

broad range of model parameters to find the best fit. Another significant area of AutoML research is feature 

construction, exemplified by tools like the "Data Science Machine," which automates the creation of features from 

relational databases [3] 
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2. METHODOLOGY 

A. Dataverse 

Dataverse supports optimized functions for various steps in the data processing workflow, such as data 

downloading, reformatting, processing, and storing. It incorporates a simple method of adding custom data 

processing functions via Python decorators. The ETL pipelines in Dataverse are implemented using a block-based 

interface, allowing users to define modular blocks, which are atomic units of data processing [1]. 

[1]. Data Ingestion 

Dataverse facilitates the loading of data from various sources, including data (e.g., data in Hugging face Hub, 

and parquet/csv/arrow format data in local storage), into a preferred format. [1] 

[2]. Data Cleaning and Quality Enhancement 

The pipeline includes functionalities for removing irrelevant, redundant, or noisy information from the data, 

such as stop words or special characters. It also improves data quality from the perspectives of accuracy, 

consistency, and reliability for LLMs. [1] 

[3]. Distributed Processing 

To handle massive datasets, Dataverse leverages distributed processing architectures enabled by open-source 

tools such as Slurm and Spark. This approach addresses the immense computational demands of LLM-aware 

data processing. [1] 

[4]. Example Usage 

We give an example of using Dataverse below, with the configuration simplified for brevity. 

 

 
Figure 1: Dataverse example in python 

 

B. TPOT 

TPOT is an open-source AutoML tool that optimizes machine learning pipelines using genetic programming. It 

automates the most tedious parts of machine learning by intelligently exploring thousands of possible pipelines to 

find the best one for a given dataset. [3] 

[1]. Pipeline Optimization 

TPOT uses a tree-based structure to represent a model pipeline for a predictive modeling problem, including 

data preparation, feature selection, model selection, and hyperparameter tuning. [3] 

[2]. Genetic Programming 

TPOT employs a genetic programming algorithm to perform a stochastic global optimization on programs 

represented as trees. This method allows TPOT to automatically design and optimize a series of data 

transformations and machine learning models. [3] 

[3]. Integration with Scikit-Learn 

TPOT is built on top of the scikit-learn library, making it familiar to users who have experience with scikit-

learn. It generates Python code for the best pipeline it finds, allowing users to further customize and refine 

the pipeline. [3] 

Table 1: Characteristic of the Included Studies 

Study Focus Area Key Characteristics 

H. Park, et al., "Dataverse: Open-Source ETL (Extract, 

Transform, Load) Pipeline for Large Language Models," 

arXivpreprint arXiv:2403.19340 

ETL Pipeline for 

Large Language 

Models 

Open-source ETL 

pipeline 

User-friendly design 

Customizable data 

operations 

Distributed processing 
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with Spark multi-source 

data ingestion 

A. R. Munappy, J. Bosch, and H. H. Olsson, "Data pipeline 

management in practice: Challenges and opportunities," Product-

Focused Software Process Improvement: 21st International 

Conference, PROFES 2020, Turin, Italy, November 25–27, 

2020, Proceedings 21. Springer International Publishing 

Data Pipeline 

Management 

 

Practical challenges and 

opportunities in data 

pipeline management 

Focus on real-world 

applications and case 

studies 

 

R. S. Olson, et al., "Evaluation of a tree-based pipeline 

optimization tool for automating data science," Proceedings of 

the genetic and evolutionary computation conference 2016 

Automated Data 

Science Pipeline 

Optimization 

 

Tree-based pipeline 

optimization tool 

Automation of data 

science workflows 

Evaluation of tool 

performance 

 

J. Giovanelli, B. Bilalli, and A. Abelló, "Data pre-processing 

pipeline generation for AutoETL," Information Systems 108 

(2022): 101957 

Auto ETL Data 

Pre-processing 

Pipeline 

 

Generation of data pre-

processing pipelines 

Focus on automation in 

ETL processes 

Use of AutoETL 

techniques 

 

M. Petrović, et al., "Automating ETL processes using the 

domain-specific modeling approach," Information Systems and 

e-Business Management 15 (2017): 425-460 

ETL Process 

Automation 

 

Domain-specific 

modeling approach 

Automation of ETL 

processes 

Application in 

information systems and 

e-business 

N. Ebadifard, et al., "Data Extraction, Transformation, and 

Loading Process Automation for Algorithmic Trading Machine 

Learning Modelling and Performance Optimization," 

arXivpreprint arXiv:2312.12774 

 

ETL Process for 

Algorithmic 

Trading 

 

Automation of ETL 

processes 

Focus on algorithmic 

trading and machine 

learning 

Performance 

optimization 

 

3. RESULTS 

A. Dataverse 

The implementation of Dataverse has shown significant improvements in data processing efficiency and quality. 

By automating various ETL processes, Dataverse reduces human errors and enhances productivity in data-driven 

enterprises. The pipeline's modular design allows for easy customization and scalability, making it suitable for 

handling large-scale data workloads. [1] 

B. TPOT 

TPOT has demonstrated its effectiveness in automating the machine learning pipeline optimization process. It 

significantly reduces the time and effort required to develop high-performing machine learning models. TPOT's 

ability to explore a vast search space of possible pipelines ensures that it can find optimal solutions for a wide 

range of predictive modeling tasks. [3] 
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Figure 2: Automated TPOT 

 

4. DISCUSSION 

A. Comparison of Dataverse and TPOT 

[1]. Use Cases 

Dataverse is primarily designed for ETL processes, focusing on data ingestion, cleaning, and transformation 

for LLMs. It is ideal for scenarios where large-scale data processing and quality control are critical. [1][5] 

TPOT, on the other hand, is tailored for automating the machine learning pipeline optimization process. It is 

best suited for tasks that involve model selection, feature engineering, and hyperparameter tuning. [3] 

[2]. Automation and Customization 

Both tools emphasize automation, but in different contexts. Dataverse automates the ETL process, reducing 

the need for manual intervention in data preparation. Its block-based interface allows for easy customization 

of data processing workflows. [1] TPOT automates the machine learning pipeline optimization, enabling 

users to quickly develop high-performing models with minimal manual effort. It generates customizable 

Python code for the optimized pipelines. [3] 

[3]. Scalability 

Dataverse leverages distributed processing architectures like Spark and Slurm to handle massive datasets, 

making it highly scalable for large-scale data processing tasks. [1] TPOT, while capable of handling large 

datasets, primarily focuses on optimizing the machine learning pipeline rather than the data processing 

pipeline. [3] 

B. Challenges of AutoML 

Data is increasingly used by industries for decision-making, training machine learning (ML)/deep learning (DL) 

models, creating reports, and generating insights. Most organizations have realized that big data is essential for 

success and consequently use it for business decisions. However, high-quality data is critical for excellent data 

products. Companies relying on data for making decisions should be able to collect, store, and process high-

quality data. Collecting data from multiple assorted sources to produce useful insights is challenging. Data 

pipelines in production should run iteratively for a longer duration, requiring management of process and 

performance monitoring, validation, fault detection, and mitigation. Data flow can be precarious because several 

things can go wrong during the transportation of data from one node to another: data can become corrupted, it can 

cause latency, or data sources may overlap and/or generate duplicates. [2] 

C. Domain-Specific Modeling (DSM) Approach 

The development of Extract–Transform–Load (ETL) processes is the most complex, time-consuming, and 

expensive phase of data warehouse development. As a result, current research in this area is focused on ETL 

process conceptualization and the automation of ETL process development. A novel solution for automating ETL 

processes using the Domain-Specific Modeling (DSM) approach has been proposed. This approach introduces 

models as primary software artifacts, promoting the use of abstractions. The DSM approach involves the formal 

specification of ETL processes and the implementation of such formal specifications. By separating different 

aspects into different models, the complexity of an ETL process model is significantly reduced. The 

implementation of a DSL (Domain-Specific Language) is obtained through the automatic transformation of its 

specification into executable code. [5] 

The proposed ETL platform supports the dynamic execution of ETL process specifications, providing the 

necessary flexibility to rapidly respond to changes in business requirements or data sources. It also supports model 
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versioning, enabling the execution of different versions of a model, and allows for the execution of ETL processes 

in a distributed environment with the possibility of parallelizing the execution of different data processes. This 

approach aims to fully automate ETL process development, significantly increasing development productivity and 

efficiency while lowering development and maintenance costs. [5] 

 
Figure 3: Auto ETL and Pre-Processing 

 

5. CONCLUSION 

Dataverse and TPOT offer robust solutions for automating different aspects of data processing and machine 

learning. Dataverse excels in automating ETL processes for LLM deployment, providing a scalable and 

customizable solution for data-driven enterprises. TPOT, on the other hand, automates the machine learning 

pipeline optimization process, making it easier for users to develop high-performing models. Both tools 

significantly enhance productivity and data quality, addressing the growing demands of data-driven applications. 

 

6. FUTURE WORKS 

This ETL and Automation system prototype can be used alongside the machine learning algorithm for algorithmic 

trading for a better data pipeline for analysis. As data volumes grow, the scalability and performance of our ETL 

system become crucial. Future research could explore techniques for handling larger datasets efficiently, 

potentially utilizing parallel/distributed computing or cloud-based solutions. While we have mentioned the 

potential use of different techniques for data processing, future work could delve deeper usage of AutoETL. [6] 
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